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SECTIOIN I

INTRODUC'TION

This document describes the BBN-LISP system currently
implemented on the DEC PDP-10 under the BBIN TENEX time sharing
system. BBN-LISP is designed to provide the user access to the
large virtual memory allowed by TENEX, with a relatively small
penalty in speed (using svecial paging techniques descriked in
Bobrow and Murphy, 1967). Additional data types have been
added, including strings and hash association tables (hash
links). This system has been designed to be a good on-line
interactive system. Some of the features provided include
sophisticated debugging facilities with tracing and conditional
breakpoints, a sophisticated LISP oriented editor within tne
system, and compatible compiler and interpreter. iiachine code
can be intermixed with LISP expressions via the asscmble
directive of the compiler. Utilization of a uniform error
processing through a user accessible function has allowed the
implementation of a do-what-I-mean feature which can correct
errors without losing the context of the computation. The

philosophy of the DWIM feature is described in Teitelman, 1%69.

BBN LISP provides three levels of computation: a LISP inter-
preter, a compatible function compiler and a block compiler,
which allows a group of functions to ke compiled as a unit,
suppressing internal names. Fach successive level provides

greater speed at a cost of debugging ease.



To aid in converting to BBN-LISP programs written in other LISP
dialects, e.g., LISP 1.5, Stanford LISP, we have implemented
TRANSOR, a subsystem which accepts transformations (or can
operate from previously defined transformations), and applies
these transformations to source programs written in another
LISP dialect, producing object programs which will run on BBN
LISP. In addition, TRANSOR alerts the programmer to problem
areas that (may) need further attention. TRANSOR was used
extensively in converting from 9240 LISP to BBN-LISP on the
PDP-10. A set of transformations is available for converting
from Stanford LISP and LISP 1.5 to BBN LISP.

In addition to the sub-systems described in this manual, a
complete format directed list processing sub-system (FLIP,
Teitelman, 1967) is available for use within BBN LISP.

Although we have tried to be as clear and complete as possible,
this document is not designed to be an introduction to LISP.
Therefore, some parts may only be clear to people who have had
some experience with other LISP systems. A good introduction

to LISP has been written by Clark Weissman (1967). Although

not completely accurate with respect to BBN~LISP, the differences
are small enough to be mastered by use of this manual and on-line
interaction. Another useful introduction is given by Berkeley

(1964) in the collection of Berkeley and Bobrow (1966).

Changes to this manual will be issued by replacing sections or

pages, and reissuing the index and table of contents at periodic
intervals.
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SECTION II

USING LISP

Using the LISP Manual - Format, Notation, and Conventions

The LISP manual is divided into separate more or less independent
sections. Each section is paginated independently, i.e., Section
4 contains pages 4.1 to 4.4. This is to facilitate issuing up-
dates of sections. Each section begins with a list of key words,
functions, and variables contained in the section, and a rough
approximation of their location, i.e., a mini-table of contents.
In addition, there will be a complete index of functions and vari-
ables for the entire manual, plus several appendices and a table
of contents.

Throughout the manual, terminology and conventions will be offset
from the text and typed in italics, frequently at the beginning
of a section. For example, one such notational convention is:

The names of functions and variables are written in lLower case
and underlined when they appear in the text. Meta-LISP notation
is used for describing forms.

Examples: member([x;y] is equivalent to (MEMBER X Y),

member [car[x];FO0] is equivalent to (MEMBER (CAR X) (QUOTE FOO)).
Note that in meta-LISP notation lower case variables are evalu-
ated, upper case quoted.

notation 18 used to distinguish between cons and list.

e.g., if x=(A B C), (FOO x) is (FOO (A B C)), whereas (FOO . x)
is (FOO A B C). In other words, x is cadr of (+00 x) but cdr

of (FOO . Z). Similarly, y is caddr of (FOO x y), but cddr of
(roo x . v). Note that this convention is in fact followed by
the read program, i.e., (FOO , (A B C)) and (I'OO A B C) read

in as equal structures.
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Other important conventions are:

TRUE in BBN-LISP means not NIL.

The purpose of this is to allow a single function to be used
both for the computation of some quantity, and as a test for a
condition. For example, the value of member [x;y] is either NIL,
or the tail of y beginning with x. Similarly, the value of or

is the value of its first TRUE, i.e., non-NIL, expression, and the

value of and is either NIL, or the value of its last expression.

Although most lists terminate in NIL, the occasional list that
ends in an atom, e.g., (A B . C) or worse, a number or string,
could cause bizarre effects. Accordingly, we have made the

following implementation decision:

All functions that tterate through a list, e.g., member, length,
mape, etc. terminate by an nlistp check, rather than the conven-
ttonal null-check, as a safety precaution against encountering
data types which might cause infinite cdr loops, e.g., strings,
numbers, arrays.

Thus, member[x; (A B . C)]=member[x; (A B)]
reverse[ (A B . C)l=reverse[ (& B)]

append[ (A B . C);yl=append[ (A B);y]

For users with an application requiring extreme efficiency* we

have provided fast versions of member, last, nth, assoc, and

length which compile open and terminate on NIL checks, and
therefore may cause infinite cdr loops if given poorly formed
arguments.

*A 1IL check can be executed in only one instruction, an nlistp
requires about 12, although both generate only one word of code.

2.2



Most functions that set system parameters, e.g., printlevel,
linelength, radix, ete., return as their value the old setlting.
If given WNIL as an argument, they return the current value
without changing it.

All SUBRS, i.e., hand coded functions, such as read, print, eval,
cons, ete., have 'argument names' (U V W) as described under
arglist, section 8. However, for tutorial purposes, more
suggestive names are used in the descriptions of these functions
in the text.

Most functions whose names end in p are predicates, e.g., numberp,
tatlp, exprp; most functions whose names end in g are nlambda's,

i.e., do not require quoting their arguments, e.g., setq, defineg,
nisetq.

"z is equal to y" means equallu;y]l <is true, as opposed to "« is
eq to y" meaning eqlx;yl) is true, i.e., & and y are the same

-
identical LISP pointer.

When new literal atoms are created (by the read program, pack,
or mkatom), they are provided with a function definition cell
initialized to NIL (Section 8), a value cell initialized to the
atom NOBIND (Section 16), and a property list initialized to
NIL (Section 7). The function definition cell is accessed by
the functions getd and putd described in Section 8. The value
cell of an atom is car of the atom, and its property list is
cdr of the atom. In particular, car of HIL and edr of NIL are
always WNIL, and the system will resist attempts fgnchange them
(p. 6.8, p. 5.8).

The term list refers to any structure created by one or more
conses, i.e. it does not have to end in NIL. For example,

(A . B) is a list. The function listp, Section 5, is used to
test for lists. Note that not being a list does not necessarily
imply an atom, e.g., 8trings and arrays are not lists, nor are

they atoms. See Section 10.



BBN-LISP departs from LISP 1.5 and other LISP dialects in that
car of a form is never evaluated. In other words, if car of a
form is not an atom with a function definition, and not a
function object, i.e. a list car of which is LAMBDA, NLAMBDA,
or FUNARG, an error is generated. apply or apply* (p. 8.11)

must be used if the name of a function is to be computed, as for

example, when functional arguments are applied.
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Using the LISP System on TENEX - An Overview

Call LISP by typing LISP followed by a carriage return. LISP will
type dn identifying message, the date, and a greeting, followed by
a '«', This prompt character indicates that the user is "talking
to" the top level LISP executive, evalgt (Section 22), just as '@’
indicates the user is talking to TENEX. evalgt calls lispx which
accepts inputs in either eval or apply format: if just one expres-
sion is typed on a line, it is evaluated; if two expressions are
typed, the first is apply-ed to the second. In both cases, the
value is typed, followed by < indicating LISP is ready for

another input.

LISP is normally exited via the function LOGOUT, i.e., the user
types LOGOUT(). However, typing control-C at any point in the
computation returns control immediately to TLNEX. The user can
then continue his program with no ill effects with the TENEX
CONTINUE command, even if he interrupted it during a garbage
collection. Or he can reenter his program at evalgt with the
TENEX REENTER command. The latter is DEFINITELY not advisable

if the Control-C was typed during a garbage collection. Typing
control-D at any point during a computation will return control
to evalgt. If typed during a garbage collection, the garbage
collection will first be completed, and then control will be
returned to LISP's top level, otherwise, control returns imme-

diately.
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When typing to the LISP read program, typing a control-Q will
cause LISP to print '##' and clear the input buffer, i.e., erase
the entire line up to the last carriage return. Typing control-A
erases the last character typed in, echoing a‘\ and the erased
character. Control-A will not back up beyond the last carriage
return. Control-O can be used to immediately clear the output
buffer, and rubout to immediately clear the input buffer.* 1In
addition, typing control-U (in most cases) will cause the LISP
editor (Section 9) to be called on the expression being read,
when the read is completed. Appendix 3 contains a list of all
control characters, and a reference to that part of the manual
where they are described.

Since the LISP read program is normally line buffered to make
possible the action of control-Q,** the user must type a carriage
return before any characters are delivered to the function request-
ing input, e.g., « E TJ

T
However, the read program automatically supplies (and prints)
this carriage return when a matching right parenthesis is typed,

making it unnecessary for the user to do so, e.g., «~CONS (A B)
’ (A . B)

The LISP read program treats sqﬁare brackets as 'super-parentheses':
a right square bracket automatically supplies enough right paren-
theses to match back to the last left squafe bracket (in the expres-
sion being read), or if none has appeared, to match the first left
parentheses,
e.g., (A (B (Cl=(a (B (C))),

(a [B (C (D] E)=(A (B (C (D))) E).

*The action of control-Q takes place when it is read. If the user
has ‘'typed ahead' several inputs, control-Q will only affect at
most the last line of input. Rubout however will clear the input
buffer when it is typed, i.e., even during a garbage collection.

**Except following control([T], see Section 1l4.



% is the universal escape character for read. Thus to input an
atom containing a syntactic delimiter, precede it by %, e.g. AB%

(C or %%. See Section 14 for more details.

Most of the "basics" of on-line use of BBN LISP, e.g. defining
functions, error handling, editing, saving your work, etc., are
illustrated in the following brief console session. Underlined

characters were typed by the user.

1. The user calls LISP from TENEX, LISP prints a date, and a
greeting. The prompt character <« indicates the user is at
the top level of LISP.

2. The user defines a function, fact, for computing factorial
of n. In BBN LISP, funtions are defined via DEFINE or DEFINEQ,
(p. 8.7, 8.8). Functions may independently evaluate arguments,
or not evaluate them, and spread their arguments, or not spread
them, (p. 4.1, 4.2). The function fact shown here is an example
of an everyday run-of-the-mill function of one argument, which
is evaluated.

3. The user "looks" at the function definition. Function defi-
nitions in BBN LISP are stored on a special cell called the
function definition cell, which is associated with the name
of the function, (p. 8.1). This cell is accessible via the

two functions, getd and putd, (define and defineq use putd).

Note that the user typed an input consisting of a single ex-
pression, i.e. (GETD (QUOTE FACT)), which was therefore inter-
preted as a form of eval. The user could also have typed

GETD (FACT) .

4. The user runs his function. Two errors occur and corrections
are offered by DWIIl (chapter 17). In each case, the user
indicates his approval, DWI! makes the correction, i.e.
actually changes the definition of fact, and then continues

the computation.
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An error occurs that DWIM cannoﬁ handle, and the system goes
into a break. At this point, the user can type in expressions
to be eval-ed or apply-ed exactly as at the top level. The
prompt character ':' indicates that the user is in a break,
i.e. that the context of his computation is available. 1In
other words, the system is actually "within" or "below" the

call to itimés in which the error occurred.

The user types in the break command, BT, which calls for a
backtrace to be printed. 1In BBN LISP, interpreted and com-
piled code (see chapter 18 for discussion of the compiler)
are completely compatible, and in both cases, the name of
the function that was called, as well as the names and
values of its arguments are stored on the stack. The stack
can be searched and/or modified in various ways (see chapter
12).

Break commands are discussed in chapter 15, which also ex-
plains how the user can "break" a particular function, i.e.
specify that the system go into a "break" whenever a certain
function or functions are called. At that point the user can
examine the state of the computation. This facility is very

useful for debugging.

The user asks for the value of the variable n, i.e. the most
recent value, or binding. The interpreter will searcih the
stack for the most recent binding, and failing to find one,
will obtain the top level value from the atom's value cell,
which is car of the atom (p. 3.3). If there are no bindings,
and the value cell contains the atom NOBIND, an unbound atom

error is generated (p. 16.1).

The user realizes his error, and calls the editor to fix it.
(lote that the system is st¢t7ll in the break.) The editor
is described at length and in detail in chapter 9. It is
an extremely useful facility of BLN LISP. Chapter 9 begins

with a simple introduction designed for the new user.
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9. The user instructs the editor to replace all NIL's (there is
only one) by 1. The editor physically changes the expression
it is operating on so when the user exits from the editor,
his function, as it is now being interpreted, has been changed.

10. The user exits from the editor and returns to the break.

1ll. The user specifies the value to be used by itimes in place
of NIL by using the break command RETURN. This causes the
computation to continue, and 6 is ultimately returned as the
value of the original input, fact(3).

12, The user prettyprints fact, (p. 14.24, 14.25), i.e. asks
it be printed with appropriate indentations to indicate

structure. Prettyprint also provides a comment facility
(p. 14.25, 14.26). Note that both the changes made to fact

by the editor and by DWIM are in evidence.

13. The user dumps his function to a file by using prettydef,
(p. 14.27), creating a TENEX file, FACT.;1l, which when
loaded into LISP at a later date via the function load,
(p. 14.23), will cause fact to be defined as it currently
is. There is also a facility in BBN LISP for saving and
restoring entire core images via the functions sysout
and sysin (p. 14.22),

14, The user logs out, returning control to TENEX. However,
he can still continue his session by re-entering LISP
via the TENEX REENTER or CONTINUE command.
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SECTION III

DATA TYPES, STORAGE ALLOCATION, AND GARBAGE COLLECTION

LISP operates in an 18-bit address space. This address space is
divided into 512 word pages with a limit of 512 pages, or 262,144
words, but only that portion of address space currently in use
actually exists on any storage medium. LISP itself and all data
storage are contained within this address space. A pointer to a
data element such as a number, atom, etc., is simply the address
of the data element in this 18-bit address space.

The data types of BBN-LISP are lists, atoms, pnames, arrays, large
and small integers, floating point numbers, string characters and
string pointers. Compiled code and hash arrays are currently in-

cluded with arrays.

In the descriptions of the various data types civen below, for

each data type, first the input syntax and output format are described,
that is, what input sequence will cause the LISP read program to
construct an element of that type, and how the LISP print program

will print such an element. Next, thogé‘ﬁunctions that construct
elements of that data type are given. Note that some data tynes
cannot be input, they can only be constructed, e.g. arrays.

Finally, the format in which an element of that data tvpe is stored

in memory is described.



Literal Atoms

A literal atom is input as any string of non-delimiting characters
that cannot be interpreted as a number. The syntactic characters
that delimit atoms are space, end-—of-iine;—-r line feed, % () " ]
and [. However, these characters may be included in atoms by
preceding them with the escape character %.

Literal atoms are printed by print and prin2 as a sequence of
characters with %'s inserted before all delimiting characters (so
that the atom will read back in properly). Literal atoms are
printed by prinl as a sequence of characters without these extra
¥'s. For example, the atom consisting of the five characters

A, B, C, (, and D will be printed as ABC%(D by print and ABC(D by
prinl. The extra %'s are an artifact of the print program; they
are not stored in the atom's pname.

Literal atoms can be constructed by pack, mkatom, and gensym,

(which uses mkatom) .

Literal atoms are unigque. In other words, if two literal atoms
have the same pname, i.e. print the same, they will always be the
same identical atom, that is, they will always have the same
address in memory, or equivalently, they will alwayvs be eq.* Thus

if pack or mkatom is given a list of characters correspondina to

a literal atom that already exists, they return a pointer to that
atom, and do not make a new atom. Similarly, if the read program is
given as input of a sequence of characters for which an atom

already exists, it returns a pointer to that atom.

1'Z\n end-of-line character is transmitted by TENEX when it sees a

carriage return.

*Note that this is not true for strings, large integers, floating
point numbers, and lists, i.e. they all can print the same without
being eq.



A literal atom is a 3 PDP-10) word datum containing:

word 1. PROPERTY LIST TTOP LLVEL DINDING |

" (CDR) e (CAR)

0 17 18 35

word 2: ( FUNCTION CALLING INSTRUCTION :

0 o T o B

T 2. o T T TYRESERVED TOR FUNCYIONS ™
word 3: | PINAMD Ol FILLS

0 17 18 3

(G2

Car of a literal atom,i.e. the right half of word 1, contains its
top level binding, initiallv the atom NOBIND. Cdr of the atom is

a pointer to its property list, initially NIL.

Word 2, the function cell, is a full PDP-10 word, containing an
instruction to be executed for calling the function associated with
that atom, if any. The left half differs for different function
types (i.e., EXPR, SUBR, or compiled code); the right half is a

pointer to the function definition.+

The pname cell, the left half of the third word, contains a
pointer to the pname of the atom. The remaining half word is
reserved for an extension of LISP to permit storina function

definitions on files.

1-'I‘his use of a full word saves some time in function calls from
compiled code in that we do not need to look up the type of the
function definition at call time.



v}‘

Pnames

The pnames of atoms,*'pointed to in the third word of the atom,
comprise another data type with storage assigned as it is needed.
This data type only occurs as a component of an atom or a string.

It does not appear, fbr example, as an element of a list.

Pnames have no input syntax or output format as they cannot be
directly referenced by user programs.

A pname is a sequence of 7 bit characters packed 5 to a word,
beginning at a word boundary. The first character of a pname
contains its length; thus the maximum length of a pname is 126

characters.

All BBN-LISP pointers have pnames, since we define a pname simply
to be how that pointer is printed. However, only literal atoms

and strings have their pnames explicitly stored. Thus, the use of
the term pname in a discussion of data types or storage allocation
means pnames of atoms or strings, and refers to a seguence of char-
acters stored in a certain part of LISP's memory.



Numerical Atoms

Numerical atoms, or simply'numbers, do not have property lists,

value cells, function definition cells, or explicit pnames. There

are currently two types of numbers in BBN-LISP: integers, and floating
point numbers. '

Integers
The input syntax for an integer is an optional sign (+ or -)
followed by a sequence of digits, followed by an optional O.*

If the Q is present, the digits are interpreted in octal, otherwise
in decimal, e.g. 77Q and 63 both correspond to the same integers,
and in fact are indistinguishable internally since no record is

kept of how the integers were created.

The setting of radix, p. 14.18, determines how integers are printed:
signed or unsigned, octal or decimal.

characters observing the above syntax, e.q.
(PACK (LIST 1 2 (QUOTE 0))) = 10. Integers are also created as a
result of arithmetic operations, as described in Chapter 13.

*and terminated by a delimiting character. Note that some data tvnes
are self-delimiting, e.g. lists. '




An integer is stored in one PDP-10 word; thus its magnitude must
be less that 235.+ To avoid having to store (and hence garbage
collect) the values of small integers, a few pages of address
space, overlapping the LISP machine language code, are reserved
for their representation. The small number pointer itaelf,
minus a constant, is the value of the number. Currently the range
of 'small' integers is -1536 thru +1535. The predicate smallp is

used to test whether an integer is 'small'.

While small integers have a unique representation, large integers
do not. 1In other words, two large integers may have the same value,
but not the same address in memory, and therefore not be eq.

this reason the function eqgp (or equal) should be used to_Zest

equality of large integers.

For

If the sequence of digits used to create the integer is too large,
the high order portion is discarded. (The handling of overflow as
a result of arithmetic operations is discussed in Section 13.)



Floating Point Numbers

A floating point number is input as a signed integer, followed by

a decimal point, followed by another sequence of digits called the
fraction, followed by an exponent (represented by E followed by a
signed integer).* Both signs are optional, and either the fraction
following the decimal point, or the integer preceding the decimal
point may be omitted. One or the other of the decimal point or
exponent may also be omitted, but at least one of them must be present
to distinguish a floating point number from an integer. For example,
the following will be recognized as floating point numbers:

S. 5.00 5.01 o3 5E2 5.1E2

5E-3 -5.2E+6

Floating point numbers are printed using the facilities provided by
TENEX. LISP calls the floating point number to string conversion

routinesT using the format control specified by the function fltfmt,
p. 14,18, fltfmt is initialized to T, or free format. For example,
the above floating point numbers would be printed in free format as:

5.0 5.0 5.01 .3 - 500.0 510.0
.005 -5.2E6

Floating point numbers are also created by pack and mkatom, and as
a result of arithmetic operations as described in Chapter 13.

A floating point number is stored in one PDP-10 word in standard
PDP-10 format. The range is +2.94E-39 thru +1.69E38 (or 1x2-128
thru 1*2127).

*# and terminated by a delimiter.

T Additional information concerning these conversions may be
obtained from the TENEX JSYS Manual.
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Lists

The input syntax for a list is a sequence (at least one)* of LISP
data elements, e.g. literal atoms, numbers, other lists, etc. enclosed
in parentheses or brackets. A bracket can be used to terminate

several lists, e.g. (A (B (C], as described on page 2.5.

If there are two or more elements in a list, the final element can
be preceded by a . (delimited on both sides), indicating that cdr
of the final node in the list is to be the element immediately
following the . , e.g. (A . B) or (A BC . D ), otherwise cdr of

the last node in a list will be NIL.** ©Note that the input sequence
(A B C . NIL) is thus equivalent to (A B C), and that (A B . (C D))
is thus equivalent to (A B C D). Note however that (A B . C D)

will create a list containing the five literal atoms A B . C and D.

Lists are constructed by the primitive functions cons and list.

Lists are printed by printing a left parenthesis, and then printing

the first element of the list*, then printing a space, then printing
the second element, etc. until the final node is reached. Lists

are considered to terminate when cdr of some node is not a list. If
cdr of this terminal node is NIL (the usual case), car of the terminal
;;ge is printed followed by a right parenthesis. If cdr of the
terminal node is not NIL, car of the terminal node is printed,

followed by a space, a period, another space, cdr of the terminal node,

and then the right parenthesis. Note that a list input as (A B C . NIL)

* () is read as the atom NIL.

** Note that in BBN LISP terminology, a list does not have to end
in NIL, it is simply a structure composed of one or more conses.

T The individual elements of a list are printed using prin2 if the
list is being printed by print or prin2, and by prinl if the list
is being printed by prinl.




will print as (A B C), and a list input as (A B . (C D)) will print
as (A B C D). Note also that printlevel affects the printing of

lists to teletype, as described on page 1l4.13, and that carriage
returns may be inserted where dictated by linelength, as described

on page 14.18.

A list is stored as a chain of list nodes. A list node is stored

in one PDP-10 word, the right half containing car of the list (a
pointer to the first element of the list) and the left half containing
cdr of the list (a pointer to the next node of the list).



Arrazs

An array in LISP is a one dimensional block of contiguous storage
of arbitrary length. Arrays do not have input syntax, they can

only be created by the function array. Arrays are printed by both
print, prin2, and prinl, as # followed by the address of the array

pointer (in octal). Array elements can be referenced by the func-
tions elt and eltd, and set by the functions seta and setd, as
described in chapter 10.

Arrays are partitioned into four sections: a header, a section
containing unboxed numbers, a section containing LISP pointers, and

a section containing relocation information. The last three sections
can each be of arbitrary length (including 0); the header is two
words long and contains the length of the other sections as indicated
in the diagram below. The unboxed number region of an array is

used to store 36 bit quantities that are not LISP pointers, and
therefore not to be chased from during garbage collections, e.g.
machine instructions. The relocation information is used when the
array contains the definition of a compiled function, and specifies
which locations in the unboxed region of the array must be changed

if the array is moved during a garbage collection.



The format of an array is as follows:

HEADLR WORD @ " ADDRESS OF RELOCATION
f INFORMAT IO ; _LENGTH L
WORD 1 ‘ USED BY GARBAGE - ADDRESS OF POIITERS
| COLLECTOR -

FIRST DATA WORD
NONWN-POINTERS

DPOINTLRS

PELOCATION
INFORMATION

The header contains:

word ¥ right - length of entire block=ARRAYSIZI+2.

left address of relocation information relative to

word 4 of block (>#¥ if relocation information
exists, negative if array is a hash array, §

if ordinary arrav).

1

word 1 right address of pointers relative to word g of Llock.

left

used bv garbage collector.



Strings

The input syntax for a string is a ", followed by a sequence of
any characters except " and %, terminated by a ". " and % may be

included in a string by preceding them with the escape character

%.

Strings are printed by print and prin2 with initial and final "'s,

and %'s inserted where necessary for it to read back in properly.
Strings are printed by prinl without the delimiting "'s and extra

$'s.

Strings are created by mkstring, substring, and concat.

Internally a string is stored in two parts; a string pointer and

the sequence of characters. The LISP pointer to a string is the
address of the string pointer. The strinag pointer, in turn, contains
the character position at which the string characters begin, and

the number of characters. String pointers and string characters

are two separate data types,1~ and several string pointers muy
reference the same characters. This method of storing strings
permits the creation of a substring by creating a new string pointer,
thus avoiding copying of the characters. For more details, see

p. 10.10.

String characters are 7 bit bytes packed 3 to a (PLP~10) word.
‘'he format of a string pointer is

ADDPLSS OF 8TRING + CHATACTER
e e b . POSITION
14 15 35

T?’B?MEﬁKE%E%EﬁS“TS *
| 1

The maximum length of a string is 327 (¥=1024) characters.

+ . . .
String characters are not directly accessible by user programs.
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Storage Allocation and Garbage Collection

In the following discussion, we will speak of a cquantity of

memory being assigned to a particular data type, meaning that

the space is reserved for storage of elements of that type.

" Atlocation will refer to the process used to obtain from the glreadv
assigned storage a particular location for storing one data

element.

A small amount of storage is assigned to each data type when
LISP is started; additional storage is assigned only during a

garbage collection.

The page is the smallest unit of memory that may be assigned
for use by a particular data type. For each page of nenory
there is a one word entry in a type table. The entry contains
the data type residing on the page as well as other information
about the page. fThe type of a pointer is determined by

examining the appropriate entry in the type table.

Storage is allocated as is needed by the functions which create

new data elements, such as cons, pack, mkstring. For example, when

a large integer is created by iplus, the integer is stored in the
next available location in the space assigned to integers. If
there is no available location, a garbage collection is initiated,

which may result in more storagerbeing assigned.

The storage allocation and garbage collection methods differ
for the various data types. The major distinction is between
the types with elements of fixed length and the types with
elements of arbitrary length. List nodes, atoms, large
integers, floating point numbers, and string pointers are

fixed length; all occupy 1 word except atoms which use 3 words.
/iirrays, pnames, and strings are variable length.



Llements of fixed length types are stored so that they do not

overlap pagc boundaries. 7Thus the pages assigned to a fixed

length tyvpe need not be adjacent. If more space is needed,

any empty page will be used. The method of alloeating storage

for these types employs a free-list of available locations;

that is, each available location contains a pocinter to the next

available location. A new element 1s stored at the first loca-~

tion on the free-list, and the free-list pointer is updated.?*

Elements of variable length data tvpes are allowed to overlap

page boundaries. Conseqguently all pages assigned to a particular

variable length type must be contiguous. Space for a new element is

allocated following the last space used in the assigned block

of contiquous storage.

- When LISP is first called, a few pages of memory are assigned to each

data type. When the allocation routine for a type determines

that no more space is available in the assigned storage for

that type, a garbage collection is initiated. 7The garbage

collector determines what data is currently in use and reclaims

that which is nc longer in use. A garpage collection may also be

4

initiated v the user with the function reclaim. {see p. 10.14).

Data in use (also called active data) is any data that can be
'reached' from the currently running prograr (i.c., variable

bindings and functions in execution) or fror atcoms. To find the

active data the garbage collector 'chases' all pointers, beginning

with the contents of the push-down lists and the components (i.e.,

car, cdr, and function definition cell) of all atoms with at least

one non-trivial component.

*

The allocation routine for list nodes is more complicated. Lach
page containing list nodes has a separate free list. First a page
is chosen (see CONS for details), then the free list for that page
is used. Lists are the only data type which operate this way.



When a previously unmarked datum is encountered, it is
marked, and all pointers contained in it are chased. Iost data
types are marked using bit tables; that is tables containing
one bit for each datum. Arrays, however, are marked using a

half-word in the array header.

When the mark and chase process is completed, unmarked (and there-
fore unused) space is reclaimed. Elements of fixed length types
that are no longer active are reclaimed by adding their loca-
tions to the free list for that type. This' free list allocation
method permits reclaiming space without moving any data,

thereby avoiding the time consuming process of updating all
pointers to moved data. o reclaim unused space in a

block of storage assigned to a variable length type, the

active elements are compacted toward the peginning of the
storage block, and then a scan of all active data that can
contain pointers to the moved data is verformed to update

the pointers.

Whenever a garbage collection of any type is initiated,* unused
space for all fixed lenath tvpes is reclaimed since the
additional cost is slight. Fowever, space for a variaule
length type is reclaimed only when that type initiated the

garbage collecticn.

* The'type of a garbage collection'or the'type that initiated
a garbage collection'means either the type that ran out of
space and called the garbage collector, or the argument to
‘reclaim.



If the amount of storage reclaimed for the type that initiated

the garbage collection is less than the minimum free storage
requirement for that type, the garbage collector will assign
enough additional storage to saﬁisfy the minimum free storage
requirement. The minimum free storage requirement for each

data type may be set with the function minfs, p. 10.15. The garbage
collector assigns additional storage to fixed length types by
finding empty pages, and adding the appropriate size elements from
each page to the free list. Assigning additional storage to a
variable length type involves finding empty pages and moving

data so that the empty pages are at the end of the block of
storage assigned to that type.

In addition to increasing the storage assigned to t.:c tvne
initiating a carbage collection, the garbage collector will
attempt to minimize garbage collections by assigning more
storage to other fixed length tyres according to tiie following
algorithm.* If the amount of getive data of a tvpe has

increased since the last garlkage collection by more tian 1/4

of the minfs value for that tvpe, storage is incrcased (if
necessary) to attain the minfs value. 1If active data has
increasecd Ly less than 1/4 of the minfs value, availatle

storage is increased to 1/2 minfs. If there has Leen no
increase, no more storage is added. For example, if th:e minfs
setting is 2000 words, the numier of active words has incCreased
by 700, and after all unused words have been collected there

are 1000 words available, 1024 additional words (two pages) will
be assigned to bring the total to 2024 words available. If the
number of active words had increased by only 300, and there were

500 words available, 512 additional words would be assigned.

* Ve mav experiment with different algorithms.
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Shared LISP

The LISP system initially obtained by the user is shared; that
is, all active users of LISP are actually using the same pages

of memory. 2As a user adds to the system, private pages are
added to his memory. Similarly, if the user changes anything in the

original shared LISP, for example, by advising a system function, a

private copy of the changed page is created.

In addition to the swapping time saved by having several users
accessing the same memory, the sharing mechanism permits a large
saving in garbage collection time, since we do not have to garbage
collect any data in the shared system, and thus do not need to chase

from any pointers on shared pages during garbage collections.

This reduction in garbage collection time is possible because th

" shared system usually is not modified very much by the user.

If the shared system is changed extensively, the savings in time
will vanish, because once a page that was initially shared is
made private, every pointer on it must be assumed active, becausc
it may be pointed to by something in the shared system. Since
every pointer on an initially shared but now private page can also

point to private data, they must always be chased.

A user may create his own shared system with the function makesys.

If several people are using the same system, making the system

be shared will result in a savings in swapping time. Similarly, if

a system is large and seldom modified, making it be shared will result
in a reduction of garbage collection time, and may therefore be worth-

while even if the system is only being used by one user.
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SECTION IV

FUNCTION TYPIS AND IMPLICIT PROGHN

In BBN LISP, each function may independently have:

a. 1its arguments evaluated or not evaluated;

b. a fixed number of arguments or an indefinite

number of arguments;

c. be defined by a LISP expression, by built-in

machine code, or by compiled machine code.
Hence there are twelve function tvpes (2 x 2 x 3).

Exprs

Functions defined by LISP expressions are called exprs. Lxprs
must begin with either LAIBDA or NLAMBDA ,* indicating whether
the arguments to the function are to be evaluated or not
evaluated, respectively. Following the LAMEDA or NLAMBDZ in

the expr is the 'argument list', which is either

(1) a list of literal atoms or NIL (fixed number

of arguments); or
(2) any literal atom other than NIL, (indefinite

number of arguments).

*  VWhere unambiguous, the term expr is used to refer to
either the function, or its definition.



Case (1) corresponds to a function with a fixed number of
arguments. Each atom in the list ié the name of an argument
for the function defined by this expression. Arguments for

the function will be evaluated or not evaluated, as dictated by
whether the definition begins with LAMBDA or NLAMBDA, and then
paired with these argument names. This process is called
"spreading" the arguments, and the function is called a spread-
LAMBDA or a spread-NLAMBDA.

Case (2) corresponds to a function with an indefinite number of
arguments. Such a function is called a nospread function. If

its definition begins with NLAMBDA, the atom which constitutes

its argument list is bound to the list of arguments to the function
(unevaluated). For example, if FOO is defined by (NLAMBDA X --),
when (FOO THIS IS A TEST) is évaluated, X will be bound to

(THIS IS A TEST).

If a nospread function begins with a LAMBDA, indicating its
arguments are to be evaluated, each of its n arguments are
evaluated and their values stored on the pushdown list. The
atom following the LAMBDA is then bound to the number of
arguments which have been evaluated. For example, if FOO is
defined by (LAMBDA X --) when (FOO A B C) is evaluated, 2, B,
and C are evaluated and X is bound to 3. & built-in function
arg[atm;m] is available for computing the value of the mth
argument for the lambda-atom variable atm. arg is described
in section 8.



Compiled Functions

Functions defined by expressions can be compiled by the LISP
compiler, as described in section 18, "The Compiler and
Assembler". Functions may also be written directly in machine
code using the ASSEMBLE directive of the compiler. Functions
created by the compiler, whether from S-expressions or ASSEMBLE

directives, are referred to as compiled functions.

Function Type

The function fntyp[fn] returns the function type of fn. The

value of fntyp is one of the following 12 types:

EXPR CEXPR SUBR
FEXPR CFEXPR FSUBR
LXPR¥* CEXPR* SUBR*
FEXPR¥* CFEXPR* FSUBR¥*

The types in the first column are all defined by expressions.

The types in the second column are compiled versions of the types
in the first column, as indicated by the prefix C. In the third
column are the parallel types for built-in subroutines.

Functions of types in the first two rows have a fixed number of
arguments, i.e., are spread functions. Functions in the third
and fourth rows have an indefinite number of arguments, as indi-
cated by the suffix *. The prefix I' indicates no evaluation of
arguments. Thus, for example, a CFEXPR* is a compiled form of

a nospread-liLAMBDA.

A standard feature of the BBN LISP gystem is that no error occurs
1f a spread function is called with too many or too few arguments.
If a funetion 18 called with too many arguments, the extra argu-
ments are evaluated but ignored. If a function is called with

too few arguments, the unsupplied ones will be delivered as NIL.
In faet, the function itself cannot distinguish between being
gitven NIL as an argument, and not being given that argument, e.gj.,
(FOO) and (FOO NIL) are exactly the same.
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Progn
progn is a function of an arbitrary number of arguments.

progn evaluates the arguments in order and returns the value of
the last, i.e., it is an extension of the function prog2 of
LISP 1.5. Both cond and lambda/nlambda expressions have been

generalized to permit 'implicit progns' as described below.

Implicit Progn

The conditional expression has been generalized so that2ach clause

may contain n forms (n>l) which are interpreted as follows:

(COND
(Pl E11 FE12 E13)
(P2 E21 E22) (1]
(P3)
(P4 E41))

will be taken as equivalent to (in LISP 1.5):

(COND
(P1 (PROGN E1l El2 E13))
(P2 (PROGK L21 E22))
(P3 P3)
(P4 ©41)
(T NIL))

(2]

Note however that P3 is evaluated only

once in [1l], while it is evaluated a second time if the
expression is written as in [2]. Thus a list in a cond with
only a predicate and no following expression causes the value
of the predicate itself to be returned. liote also that NIL is
returned if all the predicates have value NIL, i.e., the cond
'falls off the end'. No error is generated.
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LAMBDA and NLAMBDA expressions also allow implicit progn's;

thus for example
(LAMBDA (V1 V2) (F1 V1) (F2 V2) NIL)
is interpreted as
(LAMBDA (V1 Vv2) (PROGN (F1 V1) (F2 V2) HNIL))
The value of the last expression following LAMBDA (or NLAMBDA)

is returned as the value of the entire expression. In this

example, the function would always return NIL.
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Primitive

'SECTION V

PRIMITIVE FUNCTIONS AND PREDICATES

Contents

CAR, CDR, CAAR ... CDDDDR, CONS, CONSCOUNT,
RPLACD, RPLACA, FRPLACD, FRPLACA, QUOTE, KWOTE,
COND, SELECTQ, PROG1l, PROGN, PROG,

GO, RETURN, SET, SETQ, SETQQ, ATOM, LITATOM,
NUMBERP, STRINGP, ARRAYP, LISTP, NLISTP,

EQ, NEQ, NULL, NOT, EQP, EQUAL, AND, OR, EVERY,
SOME, NOTANY, NOTEVERY, MEMB, FMEMB, MEMBER
TAILP, ASSOC, FASSOC, SASSOC

Functions

car[x]

cdr [x]

car gives the first element of a list
X, or the left element of a dotted
pair x. For literal atom, value is

top level binding (value) of the atom.
For all other nonlists, e.g. strings,
arrays, and numbers, the value is unde-
fined, i.e., it is the right 18 bits of

cdr gives the rest of a list (all but
the first element). This is also the
right member of a dotted pair. If X
is a literal atonm, cdr([x] gives the
property list of x. Property lists are
usually NIL unless modified by the
user. The value of cdr is undefined for
other nonlists, i.e. it is the left 18
bits of x.

caar[x] = carl[car[x]] All 30 combinations of nested cars

cadr [x]

cddddr {x]

[cdr[cdr{cdrcdr([x]]]]

car[cdrix]] and cdrs up to 4 deep are included

in the system. All are compiled open

by the compiler.

* Means car is on page 5.1, rplecd on page 5.2, cond on 5.4, etc.
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cons [x;v]

cons constructs a dotted pair of
x and y. If y is a list, x becomes

the first element of that list. To

minimize drum accesses the following
algorithm is used for finding a page
on which to put the constructed LISP

word.

cons[x;y] is placed

1) on the page with y if y is a list and there is room;
otherwise
2) on the page with x if x is a list and there is room;
otherwise
3) onbthe same page as the last cons if there is room;
otherwise
4) on any page with a specified minimum of storage, presently
16 LISP words.
conscount[] Value is the number of conses since
this LISP was started up.
rplacd[x;y] Places the pointer y in the decrement,

i.e. cdr, of the cell pointed to by
X. Thus it physically changes the in-
ternal list structure of x, as opposed

to cons which creates a new list element.

The only way to get a circular list
is by using rplacd to place a pointer
to the beginning of a list in a spot
at the end of the list.



The value of rplacd is Xx. An attempt

to rplacd NIL will cause an error

(except for rplacd[NIL;NIL]). For x a
literal atom, rplacd[x;y] will make y

be the property list of x. For all other
non-lists, rplacd should be used with
care: it will simply store y in the

left 18 bits of x.

rplacalx;yl similar to rplacd, but replaces the
address pointer of x, i.e., car, with
y. The value of rplaca is x. An
attempt to rplaca NIL will cause an
error, (except for rplaca[NIL;NIL]).
For x a literal atom, rplacalx;y]
will make y be the top level value
for x. For all other non-liists,
rplaca should be used with care: it
will simply store y in the right 18
bits of x.

Convention: Naming a function by prefixing an existing function
name with f usually indicates that the new function s a fast
version of the old, 1.e., one which has the same definition but
compiles open and runs without any 'safety' error checks.

frplacd[x;v] Has the same definition as rplacd but
compiles open as one instruction. Note
that no checks are made on x, so that a
compiled frplacd can clobber NIL, produc-

ing strange and wondrous effects.



frplacalx:y]

quote [x]

kwote [x]

cond[cl;cz;...;c

1]

Similar to frplacd.

This is a function that prevents
its argument from hLeing evaluated.

Its value is X itself.

(LIST (QUOTE QUOTE) X),

if x=A, y=B,

(KWOTE (CONS X Y)) =
(QUOTE (A . B)).

The conditional function of LISP,
cond, takes an indefinite number of
arguments €11C57+++Cp called clauses.
Each clause <5 is a list (Sli"'gni)
of n>l items. The clauses are consi-
dered in sequence as follows: the
first expression e i of the clause
= is evaluated and its value is
classified as false (equal to NIL)

or true (not equal to NIL). If the

value of e is true, the expressions

11
€,....€_. that follow in clause c.
—21 =ni =i

are evaluated in seqguence, and the
value of the conditional is the value
of €ni’ the last expression in the
clause, In particular, if n=1, i.e.,
if there is only on2 expression in
the clause Civ the value of the
conditional is the value of e

S1ic
(which is evaluated only once).

If e i is false, then the remainder

of clause <5 is ignored, and the next

clause Ci+1 is considered. If no

Eli is true for any clause, the value
of the conditional expression is NIL.

See p. 4.3 for an example.



selectq[X;Yliyz;.--:Yn;Z]

This very useful function is used to
select a sequence of instructions

based on the value of its first argu-
ment x. Each of the Y is a list of

the form (s, €1 €55+++8y;)

where 5, is the selection key.

If s; is an atom the value of x is
tested to see if it is eq to 55
(not evaluated). If so, the

expressions €pire++8y; are evaluated

in sequence, and the value of the
selectq is the value of the last

expression evaluated, i.e. R

If 55 is a list, and if any element
(not evaluated) of s, is eq to the
- =i

value of x, then ey to ey are avalu-

ated in turn as above.

If Y is not selected in one of the
two ways described then Yi+1 28
tested, etc. until all the y's have
been tested. If none is selected,
the value of the selectq is the value

of z. 2z must be present.

—

An example of the form of a selectqg is:

CSELECTQ (CAR X)
(@ (PRINT FOO)
(FIE X))
(C(AETI O
(VOWEL X))
(COND
((NULL X)
NIL)D
(T (QUOTE STOP]



which has two cases, Q and (A E I O U)
and a default conditiou, which is a

cond.

selectq compiles open, and is therefore
very fast; however, it will not work if
the value of x is a list, a large integer,
or floating point number, since it uses

eq.
progl[xl;xz;...;xn] This function evaluates its arguments
in order, that is, first Xy then Xor

etc, It returns the value of its first
argument Xy
progn{x;vy;...;z) progn evaluates each of its arguments
in sequence, and returns the value of
its last argument as its value. rogn
is used to specify more than one compu-
tation where the syntax allows only
one, e.g.
(SELECTQ .... (PROGN ...))
allows evaluation of severa. expressicns

as the default condition for a selectq.

prog[args;el;ez;...;en] This feature allows the user to write
an ALGOL-like program containing LISP
statements to be executed. The first
'argument' is a list of program vari-
ables. (Must be NIL if no variables are
used). Each atom in this list is bound
to NIL. Each list must be of the form

5.6



(atom form). atom is bound to the
value of form, the evaluation taking
place before any bindings, e.g.,
(PROG ((X Y) (Y X)) ...)

will bind X to the value of y and y
to the (original) value of X.

The rest of the prog is a sequence of
(non-atomic) statements (forms) and
atomic symbols used as labels for go.
The forms are evaluated sequentially,
with labels being skipped. The two
special functions go and return alter
this flow of control as described
below. The value of the prog is
usually specified by the function
return. If no return is executed, i.e.,
if the prog "falls off the end," the
value of the prog is undefined, i.e.
garbage.



go [x] go is the function used to cause a
transfer in a prog. (GO L) will cause
the program to continue at the label

L. A go can be used at any level in

agro.

return([x] A return is the normal exit for a
prog. Its argument is evaluated and
is the value of the prog in which it
appears.

If a go or return is executed in an interpreted function which is
not a prog, the go or return will be executed in the last interpreted
prog entered if any, otherwise cause an error.

go or return inside of a compiled function that is not a prog i1s not
allowed, and will cause an error at compile time.

As a corollary, go or return in a functional argument, e.g. to mapc,
will not work compiled. Also, since nlsetq's and ersetg's compile
as separate functions, a go or return cannot be used inside of a

compiled nlsetq or ersetq if the corresponding prog is outside, i.e.

above, the nlsetq or ersetq.

set[x;v] This function sets x to y. Its value is
y. If x is not a literal atom, or
X is NIL, causes an error. Note that
set is a normal lambda-spread function,
i.e., its arguments are evaluated be-
fore it is called. Thus, if the value
of x is ¢, and the value of y is b,
then set[x;y] would result in c having
value b, and b being returned as the

value of set.
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setqlx;vy] ~ An nlambda version of set: the first

argument is not evaluated. Thus if

the wvalue

of x is ¢ and the value of

y is b, setglx;y] would result in x

(not c) being set to b, and b being

returned.

If X is not a literal atom,

or X is NIL, an error is generated.

setqq [x;Yy] Identical

to setq except that neither

argument is evaluated. Thus setqqlx;yl

sets X to
Predicates and Logical Connectives
atom [x] is T if x

litatom[x] is T if x
a number,
numberp [x] is x if X

Y.

is an atom; NIL otherwise.

is a literal atom, i.e., not
NIL otherwise.

is a number, NIL otherwise.

Convention: Funetions that end in p are frequently predicates,

i.e. they test for some condition.

stringp[x] is x if x

arrayp [x] is x if x

is a string,. NIL otherwise.*

is an array, NIL otherwise.

*For other string functions, see Section 10.
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listp([x]

nlistp[x]

eqlx;yl

neq[x;vyl

null [x]

not [x]

eqgplx;y]

equal [x;v]

is'x if x is a nonatomic list-
structure, i.e., one created by one or
more conses; NIL otherwise, Note
that arrays and strings are not
atoms, but are not lists.

not[listp([x]]

The value of eq is T if X and y are
pointers to the same structure in
memory, and NIL otherwise. eq is
compiled open by the compiler as a
36 bit compare of pointers. 1Its
value is not guaranteed T for equal

numbers which are not small integers.

See eqgp.

The value of neq is T if X is not eq
to y, and NIL otherwise.

eq[x;NIL]
same as null, that is eq[x;NIL].

The value of egp is T if x and y are
pointers to the same structure in
memory, or if x and y are numbers and
have the same value. Its value is
NIL otherwise?

The value of this function is T if

x and y print identically; the value
of equal is NIL otherwise. Note that
X and y do 50t have to be eq.

*For other number functions, see Section 13.
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and[xl;xz;...;xn]

or[xl;xz;...;xn]

Takes an indefinite number of arguments
(including @). If all of its arguments
have non-null value, its value is the
value of its last argument, otherwise

NIL. E.g. and[x;member[x;yv]] will have

" as its value either NIL or a tail of y.

and[]=T. Evaluation stops at the first
argument whose value is NIL.

Takes an indefinite numb.er of arguments
(including f#). Its value is that of

the first argument whose value is not
NIL, otherwise NIL if all arguments have
value NIL. e.g. or[x;numberply]] has
its value x, y, or NIL. or[]=NIL. Evalu-
ation stops at the first argument whose
value is not NIL,
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every[everyx;everyfnl;everyfn2]

Is T if the result of applying everyfnl
to each element in everyx is true, other-
wlse NIL. E.G., every[(X Y Z); ATOM]=T.

every operates by computing
everyfnl[carleveryx]].T Ir this yields
NIL, every immediately returns NIL.
Otherwise, every computes everyfn2[everyx],
or cdrleveryx] if everyfn2=NIL, and uses
this as the 'new' everyx, and the process
continues, e.g. every[x;ATOM;CDDR] is true
i1f every other element of X 1s atomic.

some[ somex jsomefnl;somefn2] 1is the tail of somex beginning with the
first element that satisfies somefnl,
i.e., for which somefnl applied to that
element is true. Value is NIL is no
such element exists. E.g.,
some[ x; (LAMBDA (Z) (EQUAL % Y))] is
equivalent to member[y;x].

some operates analagously to every. At
each stage, somefnl[car|[somex];somex]
is computed, and if this is not NIL,
somex is returned as the value of some,
Otherwise, somefn2[somex] is computed,
or cdrlsomex| if sometn2=NIL, and used
for the next somex.

notany[ somexj;somefnl,somefn2]

not[ some[somex ;somefnl;somefn2]]

notevery[everyx;everyfnl;everyfn2]
not[every[everyx;everyfnl;everyrn2]]

+Actually, everyfnllcar[everyx];everyx] is computed, so for example
everyfnl can look at the next element on everyx if necessary.
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memb [X;vy] Determipés if x is a member of list
4&; i.e.; if there is an element of y
eq to §,‘ If so, its value is the tail
of the list y starting with that ele-

ment. If not, its value is NIL.

fmemb [x;Vy] Fast version of memb that compiles open
as a five instruction loop, terminating
on a NULL check.

member [x;y] Identical to memb except that it uses
equal instead of eq to check member-
ship of x in y.

COMMENT: EQ VS EQUAL: The reason for the existence of both memb
and member 18 that eq compiles as one instruction but equal re-
quires a function call, and is therefore considerably more expen-
sitve. Wherever possible, the user should write (and use) functions
that use eq instead of equal.

tailplx;vy] Is x, if x is a list and a tail of y,
i.e., X 1s eqg to some number of cdrs >p*

of y, NIL otherwise.

assoc[x;yl y is a list of lists (usually dotted

pairs). The value of assoc is the

first sublist of y whose car is eq to

Xx. If such a list is not found, the
value is NIL. Example:

assoc[B;((A . 1)(B .2)(C . 3))l=(B . 2).

fassoc[x;v] Fast version of assoc that compiles
open as a 6 instruction loop, terminat-
ing on a NULL check.

sassoc[x;y] Same as assoc but uses equal instead of eq.

*If x is eq to some number of cdrs 21 of y, we say X is a proper tail
(of v).
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SECTION VI

LIST MANIPULATION AND CONCATENATION

Contents

LIST, APPEND, NCONC, NCONC1, TCONC, LCONC,
ATTACH, REMOVE, DREMOVE, COPY, REVERSE,
DREVERSE, SUBST, DSUBST, LSUBST, ESUBST,
SUBLIS, SUBPAIR, LAST, FLAST, NLEFT, LASTN,
NTH, FNTH, LENGTH, FLENGTH, COUNT, LDIFF,
INTERSECTION, UNION, SORT, MERGE, ALPHORDER

TROONO I -

list[xl;xz;...;xn] lambda-nospread function. Its value is

a list of the values of its arguments.

append [XiXyi«.eiX,] Copies the top level of the list x,
and appends this to a copy of top
level list X, appended to ... appended
to x , e.g.
append[ (A B) (C D E) (F G)] =

(A B CDETFG)
Note that only the first n-1 lists
are copied. However n=1 is treated
specially; i.e. append[x] can be used to
copy the top level of a single list.*

The following examples illustrate the
treatment of non-~lists.
append[ (A B C);D] (A B C . D)
append[A; (B C D)] (B C D)
append[(A B C . D); (E F G)] =
(A B CETFG)

I

append[(A B C . D)] = (A BC . D)

*To copy a list to all levels, use copy.
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nconc[xl;xz;...;xn] Returns same value as append but
actually modifies the list structure

of xl cee Xn—l
nconc l{1lst;x] Performs nconc[lst;list([x]]. The

cons will be on the same page as lst.

tconc|ptr;x] tconc is useful for building a list
by adding elements one at a time at
the end. 1i.e. its role is similar to

that of nconcl However, unlike

nconcl, tconc does not have to search

to the end of the list each time it is
called. It does this by keeping a
pointer to the end of the list being
assembled, and updating this pointer
after each call. The savings can he
considerable for long lists. The
cost is the extra word reguired for
storing both the list being assembed,
and the end of the list. ptr is

that word: car([ptr] is the list being
assembled, cdrptr] is last[car[ptr]l].
The value of tconc is ptr, with the
appronriate modifications to car and

cdr. Example:

(RPTQ 5 (SETQ FOO (TCONC FOO RPTN)))
((5 4 32 1) 1)

tconc can bhe initialized in two ways.
If ptr is NIL, tconc will make up a

ptr. In this case, the program must
set some variable to the value of the

first call to tconc. After that, it



is unnecessary to reset since tconc

physically changes ptr. Thus

(SETQ FOO (TCONC NIL 1))
((1) 1)

(RPTQ 4 (TCONC FOO RPTN))
((1L 4 321) 1)

If ptr is initially (NIL), the value
of tconc is the same as for ptr=NIL,

but tconc changes ptr, e.g.

(SETQ FOO (CONS))

(NIL)

(RPTQ 5 (TCONC FOO RPTN))
((5 4 321) 1)

The latter method allows the program
'to initialize, and then call tconc
without having to perform setg on

its value.



lconcptr;x]

attach([x;y]

Where tconc is used to add elements
at the end of a list, lconc is’ used
for building a list by adding lists
at the end, i.e. it is similar to

nconc instead of nconcl, e.g.

(SETQ FOO (CONS))
(NIL)
(LCONC FOO (LIST 1 2))
((1 2)2)
(LCONC FOO (LIST 3 4 5))
((L 2 3 45) 5)
(LCONC FOO NIL)
((1 2 3 4 5) 5)
Note that

(TCONC FOO NIL))

((1L 2 3 4 5 NMIL) NIL)

(TCONC FOO (LIST 3 4 5))

((1 2 3 45NIL (3 45)) (345))
lconc uses the same pointer conventions
as tconc for eliminating searching to
the end of the list, so that the same
pointer can be given to tconc and

lconc interchangeably.

Value is equal to cons([x;yl], but
attaches Evto the front of y by

doing an rplaca and rplacd, i.e. the
value of attach is eq to y, which it
physically changes. y must be a list

or an error is generated.



remove [x;1] Removes all occurrences of x from list
l, giving a copy of 1 with all elements

equal to x removed.

CONVENTION: maming a function by prefixing an existing funetion
with d frequently indicates the new function is a destructive
version of the old one, i.e. it does not make any new structure

but cannibalizes its argument(s).

dremove([x;1] Similar to remove, but uses eq instead
of equal, and actually modifies the
list 1 when removing X, and thus does
not use any additional storage. More

efficient than remove.

copy [x1 Makes a copy of the list x. The value
of copy is the copied list. All levels
of x are copied, down to non-lists,
i.e. if x contains arrays and strings

the copy of x will contain the identi-
cal arrays and strings, Copy is recur-
sive in the car direction only, so
that very long lists can be copied.
Note: to copy just the top level

of x, do append([x].

reverse[l] Reverses (and copies) the top level ot

a list, e.qg.
reverse[(A B (C D))] = ((C D) B A)

If x is not a list, value is x.



dreverse[l] Value is same as that of reverse,
but dreverse destroys the original
list 1 and thus does not use
any additional storage. More effi-
cient than reverse.

subst[x;y;z] Value is the result of substitut-
ing the S-expression x for
all occurrences of th; S—-expression
Yy in the S-expression 2. Substitution
occurs whenever y is equal to car of

some subexpression of z or when y is
both atomic and eq to cdr of some

subexpression of z. For example:

subst[A;B; (C B (X . B))] =
(CA (X, A))

subst(A; (B C);((B C) DB C)] =
(A DBC), not (A D. A)

The value of subst is a copy of z
with the appropriate changes.
Furthermore, if X is a list, it is

copied at each substitution.

dsubst {x;y;2z] ’ Similar to subst, but uses eq and does
not copy 2, but changes the list
structure z itself. Like subst, dsubst

substitutes with a copy of X. More

efficient than subst.

lsubstx;y;z] Like subst except X 1is substituted
as a segment, e.qg.
lsubst{(A B); Y; (X Y 2)] is (X A B z).
Note that if x is NIL, produces a copy
of z with all y's deleted.
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esubst[x;y;z;flg] Similar to dsubst, but first checks to
see if y actually appears in z. If
not, calls error! where flg=T means
print a message of the form x ?. This
function is actually an implementation
of the editor's R command (see Section
9), so that y can use &, --, or alt-
modes a la the R command.

sublis[alst;expr;£flg] alst is a list of pairs:

((ul . vl) (u2 . v2) .ces (un . vn))
with each ui atomic.

The value of sublislalst;expr;flg]
is the result of substituting each
v for the corresponding u in expr.*
Example:

sublis[((A . X)(C . ¥)); (A B C D)]=

(X BY D)

New structure is created only if
needed or if flg=T, e.g. if flg=NIL

and there are no substitutions, value

is eq to expr.

subpair[old;new;expr;flg] Similar to sublis, except that elements
of new are substituted for correspond-
ing atoms of old in expr. Example:
subpair{ (A C);(X ¥Y);(A B C D)]=
(X B Y D)
As with sublis, new structure is

created only if needed, or if £flg=T,
e.g. if flg=NIL and there are no sub-
stitutions, the value is eq to expr.

*To remember the order on alst think of it as old to new, i.e.

. T V..
ul 1



Note that subst, dsubst, lsubst, and esubst all substitute copies

of the appropriate expression, whereas subpair and sublis substitute

the identical structure (unless £flg=T).

laét[x]

flast [x]

nleft[l;n;tail]

lastn[1l;n]

nth{x;n]

fnthix;n]

Value is a pointer to the last cell
in the list X, e.g. if x=(A B C) then
last[x]=(C). If x=(A B . C)

last[x] = (B . C). Value is NIL if

X is not a list.

Fast version of last that compiles
open as a 5 instruction loop, termi-

nating on a NULL check.

g§££ is a tail of 1 or NIL. The value
of nleft is the tail of 1 that contains

n more elements than Eiii' e.g., if
x=(A B C D E), nleftlx;2]=(L E),

nleft{x;1l;cddr[x]]=(B C D E). Thus
nleft can be used to work backwards

through a list. Value is NIL if 1 does

not contain n more elements than tail.

Value is cons[x;y] where y is the last

n elements of 1, and x is the initial
segment. e.qg.

lastn[(A B C D E);2]=((A B C) D E)
lastn[(A B);2]=(NIL A B)

Value is NIL if 1 is not a list con-
taining at least n elements.

Value is the tail of x hecinning with
the nth element, e.g. if n=2, value

is cdr[x}, if n=3, cddr(x], etc. If

n=1, value is x, if n=0, for consistency,
value is cons[NIL;x]

Fast version of nth that compiles open
as a 3 instruction loop, terminating
on a NULL check.
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length[x]

flength(x]

count [x]

1diff(x;y;z]

Value is the length of the list x
where length is defined as the number
of cdrs required to reach a nonlist,
e.g. length[(A B C)] = 3
length[(A B C . D)] = 3
length[A] = 0

Fast version of length that compiles
open as a 4 instruction loop, termi-

nating on a NULL check.

Value is the number of list words in
ﬁhe structure x. Thus, count is like

a length that goes to all levels. Count
of a non-list is O.

y must be a tail of x, i.e. eq to the
result of applying some number of
cdrs to x. ldiff(x;y] gives a list of
all elements in x but not iny, i.e.,
the list difference of x and y. Thus
1diff [x;member [FOO;x]] gives all
elements in x up to the first FOO.

Note that the value of 1ldiff is always
new list structure unless y=NIL, in
which case 1diff([x;NIL] is x itself.

If E_is not NIL the value of 1diff

is effectively nconclz;1ldifflx;y]],

i.e. the list difference is added at
the end of z. If y is not a tail of
X, generates an error. 1diff termi-
nates on a null cneck.



intersection([x;y] Value is a list whose eleme::ts are
members of both lists X and y. Note
that intersection[x;x] gives ¢ list
of all members of X without any
duplications.

union(x;y] Value is a (new) list consisting of
all elements included on either of
the two original lists, It is more
efficient to make X be the shorter list.*

sort[data;comparefn] ) data is a list of items to be sorted
using comparefn, a predicate function
of two arguments which can compare
any two items on data and return T
if the first one belongs before the
second. If comparefn is NIL, alphorder
is used; thus sort([data] will alpha-

betize a list., If comparefn is T,
car's of items are given to alphorder;:
thus sortl[a-list;T] will alphabetize
by the car of each item. sort[x; ILESSP]
will sort a list of integers,

The value of sort is the sorted list.
The sort is destructive and uses no
extra LISP data space. The value
returned is eq to data but elements
have been switched around. Inter-

rupting with control D, E, or B

*The value of union is y with all elements of X not in y consed
on the front of it. Therefore, if an element appears twice in
Y, it will appear twice in union[x;vy]. Also, since

union[(A) ; (A A)] = (A A)
but union[(A A) ; (A)] = (Aa)
union is non-commutative.



may cause loss of data, but control

H may be used at any time, and

sort will break at a clean state from
which + or control characters are safe.
The algorithm has been optimized with
respect to the number of compares.

Note that if comparefn[a;b] = comparefn([b;al] then the ordering of

a and b may or may not be preserved. For example, if (FOO . FIE)
appears before (FOO . FUM) in x, sort[x;T] may or may not reverse

the order of these two elements. Of course, the user can always
specify a more precise comparefn, e.g.

{LAMBDA (X Y)
(COND ((EQ (CAR X) (CAR Y)) (ALPHORDER (CDR X) (CDR Y)))
(T (ALPHORDER (CAR X) (CAR Y]

merge [a;b;comparefn] a and b are lists which have previously
been sorted using sort and comparefn,
Value is a destructive merging of the
two lists. It does not matter which
list is longer. After merging both a
and b are equal to the merged list. -
(In fact, cdrla) is eq to cdr[b]) merge

may be abdrted after control H.

alphorder{a;b] A predicate function of two arguments,
for alphabetizing. Returns T if its
arguments are in order, i.e. 1f b
does not belong before a. Numbers

" come before literal atoms, and are

Literal atoms and strings are ordered
by comparing the (ASCII) character codes
in their pnames. Thus alphorder[23;123]
is T, whereas alphorder[A23;A123] is
NIL, because the character code for
the digit 2 1is greater than the code
for 1..
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Atoms and strings are ordered before all
other dhta types. If neither a nor b
are atoms or strings, the value of
alphorder is T, i.e. in order. Note:
alphorder does no unpacks, chcons,
conses, oOr nthcharq. It is several
times faster for alphabetizing than
anything that can be written using

these other functions.




SECTION VII

PROPERTY LISTS AND HASH LINKS

Contents

PUT, ADDPROP, REMPROP, CHANGEPROP, GET,

GETP, GETLIS, DEFLIST, HASH LINK, HASH-ITEM,
HASH-VALUE, HASH-ADDRESS, HASH-LINK,
SYSHASHARRAY, HARRAY, CLRHASH, PUTHASH,
GETHASH, REHASH, MAPHASH, DMPHASH, HASH OVERFLOW

[op IV, N VB )

Property Lists

Property lists are entities associated with literal atoms, which
are stored on cdr of the atom. Property lists are conbentionally
lists of the form (property value property value ... property value)
although the user can store anything he wishes in ¢dr of a literal
atom. However, the functions which manipulate property lists
observe this convention by ecycling down the property list two

edrs at a time. Similarly, most of these functions generate an
error if given an argument which is not a literal atom, i.e., they
cannot be used directly on lists.

The term 'property name' or 'property' is used for the property
indicators appearing in the odd positions, and the term 'property
value' or 'value of a property' or simply 'value' for the values
appearing in the even positions. Sometimes the phrase 'to store
on the property --' is used, meaning to place the indicated infor-
mation on the property list under the property name --.

Properties are usually atoms, although no checks are made to

eliminate use of non-atoms in an odd position. However, the
property list searching functions all use egq.

Property List Functions

put [atm; prop;vall This function puts on the property
list of atm, the property prop with
value val. val replaces any previous
value for the property prop on tais
property list. Generates an error if
atm is not a literal atom. Value is
val.
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addprop[atm;prop;new; flg]

remprop [atm; prop]

changeprop[x;propl;prop2]

getx;vy]

This function adds the value new to
the list which is the value of pro-
perty prop on property list of atm. If
flg is T, new is consed onto the

front of value of prop, otherwise

it is nconced on end (nconcl).

If atm does not have a prop, the effect
is ;;; same as putlatm;prop;list[new]].
e.g. if addprop[FDO0;PROP;FIE] is
followed by addprop[FOO;PROP;FUM],

getp [FOO;PROP] will be (FIE FUM). The
value of addprop is the (new) property
value. If atm is not a literal atom,
an error occurs.

This function removes all occurrences

of the property prop (and its value)
from the property list of atm. Value

is prop if any were found, otherwise
NIL. If atm is not a literal atom, an
erroxr occurs.

Changes name of property propl to
prop2 on property list of ﬁ,(but does
not affect the value of the property).
Value is X, unless propl is not

found, in which case, the value is NIL.
If x is not a literal atom, an error
occurs,

Gets the itom after the atom y on list
X. If y is not on the list x, value is
NIL. For example, get[(A B C D);B]=C.
Note that since get terminates on a non-
list, getl[atom,anything] is MNIL.
Therefore, to search a property list,
getp should be used, or get applied to

cdr [atom] .
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getp [atm;prop]

getlis[atm;props]

deflist[1l;propl

This function gets the property value
for prop from the property list of atm.
- The value of getp is NIL if atm is not
a literal atom, or prop is not found.
Note that the value may also be NIL if
-the property value is NIL

Note: Since getp searches a list two
items at a time, the same object can be
both a property and a value. e.g.,
if the property list of atm is
(PROP1 A PROPZ2 B A C)
getpiatm;A] = C.
Note however that
get[cdr{atm] ;A] = PROP2

props ig a list of properties. getlis
searches the property list of atm

two cdrs at a time, and returns the
propgzz; list as of the first property
on props that it finds E.g.,

(PROPL A PROP3 B A C)

getlis[atm; (PROP2 PROP3)]1=(PROP3 B A C)
Value is NIL is atm not a literal atom

or no properties found.

This function is used to put values under
the same property name on the property
lists of several atoms. 1 is a list of
two-element lists. The first element

of each is a literal atom, and the

second element is the property value

for the property prop. The value of
deflist is NIL.

Note: Many atoms in the system already have property lists, ususally

for use by the compiler. Be careful not to clobber their property

lists by using rplacd. The value of sysprops is a list of the
property names used by the system.
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Hash Links

The description of the hash link facility in BBN-LISP is included
in the chapter on property lists because of the similarities in
the ways the two features are used. A property list provides

a way of associating information with a particular atom. A hash
link is an association between any LISP pointer (atoms, numbers,
arrays, strings, lists, et al) called the hash-item, and any
other LISP pointer called the hash-value. Property lists are
stored in cdr of the atom. Hash links are implemented by computing
an address, called the hash-address, in a specified array, called
the hash-array, and storing the hash-value and the hash-item into
the cell with that address. 7The contents of that cell, i.e. the
hash-value and hash-item, is then called the hash-link.*

Since the hash-array is obviously much smaller than the total
number of possible hash-items,** the hash-address computed from
item may already contain a hash-link. If this link is from
item,*** the new hash-value simply replaces the old hash-value.
Otherwise, another hash-address (in the same hash-array) must
be computed, etc, until an empty cell is found,**** or a cell
containing a hash-link from item.

*The term hash link (unhypehnated) refers to the process of
associating information this way, or the 'association' as an
abstract concept.

**which is the total number of LISP pointers, i.e., 256K.
***eq is used for comparing item with the hash-item in the cell
****After a certain number of iterations (the exact algorithm
is complicated), the hash-array is considered to be full, and

the array is either enlarged, or an error is generated, as
described below in the discussion of overflow.



When a hash link for item is being retrieved, the hash~address
is computed using the same algorithm as that emploved for making
the hash link. If the corresponding cell is empty, there is no
hash link for item. If it contains a hash-link from item, the
hash-value is returned. Otherwise, another hash-address must be

computed, and so forth,*

Note that more than one hash link can be attached to a given hash-

item by using more than one hash-array.

Hash Link Functions

In the description of the functions below, the argument array
has one of three forms: (1) NIL, in which case the hash-array

provided by the system, syshasharray, is used;** (2) a hash-array
created by the function harray, or created from an ordinary
array using clrhash as described below; or (3) a list car of
which is a hash-array. The latter form is used for specifying
what is to bhe done on overflow, as described below.

harray[n] ' creates a hash-array of size n,

equivalent to clrhashlarray([n]].

clrhash[array] sets all elements of array to #
and sets left half of first

word of header to -1.

puthash[item;val;array] puts into array a hash-link from
item to val. Replaces previous

link from same item, if any. If

val=NIL any old link is removed,

(hence a hash-value of NIL is not
allowed) .

*For reasonable operation, the hash array should be ten to twenty
percent larger than the maximum number of hash links to be made to it.

** gyshasharrav is not used bv the system, it is provided solely

for the user's benefit. It is initiallyv 512 words large,
and is automatically enlarged by 50% whenever it is 'full'. See
p. 7.7.
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gethash[item;array] finds hash=link from item in array

and returns the hash-value., Value

is NIL if no link exists.

rehash[oldar;newar] hashes all items and values in
oldar into newar, The two arrays do not

have to be (and usually aren't) the
same size. Value is newar.

maphash [array;maphfn] maphfn is a function of two arguments.
For each hash-link in array, maphfn

will be applied to the hash-value
and hash-item, e.q.
maphash[array; (LAMBDA (X Y)

(AND (LISTP Y) (PRINT X)))]I

will print the hash-value for all
hash-links from lists. The value

of maphash is array.

dmphash [arrayname] Nlambda nospread that prints on the
primary output file a loadable fcrm

which will restore what is in the arrayv
specified by arrayname, e.g.

(E (DMPHASH SYSHASHARRAY))
as a prettydef command will dump

the systen hash-array.

Note that all eq identities except atoms and small integers are
lost by dumping and loading because new conses are done for each
item. Thus if two lists contain an eg substructure, when they are
dumped and loaded back in, the corresponding substructures, while

equal are no longer edq.
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Hash Overflow

The user can provide for automatic enlargement of a hash-array
when it overflows, i.e., is full and an attempt is made to store
a hash link into it, by using an array argument of the form
(hash-array . n), n a positiVe integer; (hash-array . f), £ a
floating point number; or (hash-array). In the first case, a
new hash-array is created with n more cells than the current
hash-array. The old array is then rehashed into the new hash-
array, the new hash-array is rplacaed into the dotted pair, and
the computation continues. In the second case, the new hash
array will be f times the size of the current hash-~array. The
third case, (hash-array), is equivalent to (hash-array . 1.5).

If a hash array overflows, and the array argument used was not
one of these three forms, an error is generated, HASH TABLL FULL,
which will either cause a break or unwind tc the last errorset

as per treatment of errors described in Section 16.

The system hash array, syshasharray, is automatically enlarged

by 1.5 when it is full.



SECTION VIII
FUNCTION DEFINITION AND EVALUATION

Contents

GETD, PUTD, PUTDQ, MOVD, FNTYP, SUBRP,
CCODEP, EXPRP, ARGTYPE, NARGS, ARGLIST,
DEFINE, DFNFLG, (FN REDEFINED), DEFINEQ,
SAVEDEF, UNSAVEDEF, EVAL, E, APPLY, APPLY¥,
EVALA, RPT, RPTQ, ARG, SETARG

Noo~N W F

General Comments

A function definition in LISP is stored in a special cell
associated with each literal atom called the function definition
cell. This cell is directly accessible via the two functions
the definition from the cell. In addition, the function fntyp
returns the function type, i.e., EXPR, EXPR* ... FSUBR* as
described in chapter 4. exprp, ccodep, and subrp are true if

the function is an expr, compiled function, or subr respectively;
atype returns g, 1, 2, or 3 depending on whether the function
is a spread or nospread (i.e., its fntyp ends in *), or evaluate
or no-evaluate (i.e., its fntyp begins with F or CF); arglist
returns the list of arguments; and nargs returns the number of
arguments. fntyp, exprp, ccodep, subrp, argtype, arglist, and

nargs can be given either a literal atom, in which case they
obtain the function definition from the atom's definition cell,

or a function definition itself.
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Subrs
Because subrs,* are called in a special way, their definitions
are stored differently than those of compiled or interpreted
functions. In the right half of the definition cell is the address
of the first instruction of the subr, and in the left half its
argtype: 6, 1, 2, 3. getd of a subr returns a dotted pair or
argtype and address. This is not the same word as appears in
the definition cell, but a new cons; i.e., each getd of a subr
performs a cons. Similarly, putd of a definition of the form
(number . address), where number = 0, 1, 2, or 3, and address is
in the appropriate range, stores the definition as a subr, i.e.,
takes the cons apart and stores car in the left half of the

definition cell and cdr in the right half.

Validity of Definitions

Although the function definition cell is intended for function
definitions, putd and getd do not make thorough checks on the
validity of definitions that "“look like" exprs, compiled code,
or subrs. Thus if putd is given an array pointer, it treats
it as compiled code, and simply stores the array pointer in the
definition cell. getd will then return the array pointer.
Similarly, a call to that function will simply transfer to what
would normally be the entry point for the function, and produce

random results if the array were not a compiled function.

address) where number is 0, 1, 2, or 3 and address falls in the

*Basic functions,handcoded in machine languade. e.a. cons, car,
cond. The term subrs includes srread/nospread, eval/noeval functions,
i.e. the four fntyp's subr, fsubr, subr*, and fsubr*,




subr range, putd assumes it is a subr and stores it away as
described earlier. getd would then return cons of the left and
right half, i.e., a dotted pair equal (but not eqg) to the
expression originally given putd. Similarly, a call to this

function would transfer to the corresponding address.

Finally, if putd is given any other list, it simply stores it
away. A call to this function would then go through the inter-

preter as described in the appendix.

Note that putd does not actually check to see if the s—expression
is a valid definition, i.e., begins with LAMBDA or NLAMBDA.
Similarly, exprp is true if a definition is a list and not of

the form (number . address), number = 0, 1, 2, or 3 and address

a subr address; subrp is true if it is of this form. arglist

and nargs work correspondingly.

Only fntyp and argtype check function definitions further than
that described above: both argtype and fntyp return NIL when
exprp is true but car of the definition is not LAMBDA or NLAMBDA.*
In other words, if the user uses putd to put (A B C) in a func-
tion definition cell, getd will return this value, the editor

and prettyprint will both treat it as a definition, exprp will

return T, ccodep and subrp NIL, arglist B, and nargsl.

* These functions have different value on LAIIBDAs and NLAMBDAS
and hence must check. The compiler and interpreter also take
different actions for LAMBDAs and NLAMBDAs, and therefore
generate errors if the definition is neither.



getd[x]

putd([x;y]

putdq [x;vy]

novd [from; to; copyflg]

gets the function definition of X.
Value is the definition. Value is NIL
if x is not a literal atom, or has

no definition.

puts the definition y into x's
function cell. Value is y. Gives an
error if X is not a literal atom, or
Yy is a string, number, or literal
atom other than NIL.

nlambda version of putd; both argu-

ments are considered quoted. Value is

X.

Moves definition of from to to, i.e.,
redefines to. TIf copyflg=7, a copy

of the definition of from is used.
copyflg=T is only meaningful for exprs,
although movd works for compiled codc

and subrs. The value of movd is to.



NOTE: fntyp, subrp, ccodep, exprp, argtype, nargs, and arglist

all can be given either the name of a function, or a definition.

fntyp[£fn] Value is NIL if fn is not a function
definition or the name of a defined
function. Otherwise fntyp returns
one of the following as defined in

the section on function types:

EXPR CEXPK SUBR
FEXPR CFEXPR FSUDBKR
EXPR¥* CEXPR* SUBR*
FEXPR* CFEXPR* FSUBR*

The prefix F indicates unevaluated
arguments, the prefix C indicates
compiled code; and the suffix * indi-
cates an indefinite number of

arguments.

subrp [fn] is true if and only if fntyp[fn] is
either SUBR, FSUBR, SUBR*, or I'SUBR*,

i.e., the third column of fntvp's

ccodep[£fn] is true if and only if fntyplfn] is
either CEXPR, CFEXPR, CEXPR*, or

CFEXPR*, i.e., second column of fntyp's

exprp[fn] is true if fntypl[fn] is either IXPR,
FLXPR, ﬁXPR*, or PLCXFR*, i.e., first
column of fntyp's. However, exprplfn]
is also true if fn is (has) a list
definition that i3 not a SUBR, »ut
does not begin with either LAHIDA or
NLAMBDA. In other words, exprp is
not guite as selective as fntyp.



argtype [£fn]

nargs [fn]

fn is the name of a function or its
definition. The value of argtype is
the argtype of fn, i.e., 2, 1, 2, or
3, or NIL if fn is not a function.
The interpretation of the argtype is:

0 eval/spread function
(EXPR, CEXPR, SUBR)
1 no-eval/spread functions
(FEXPR, CFEXPR, FSUBR)
2 eval/nospread functions
(EXPR*, CEXPR*, SUBR¥*)
3 no-eval/nospread inctions
(FEXPR*, CFEXDPR*, FSUER*)
i.e., argtype corresponds to the rows

of fntyps.

value is the number of arguments of
fn, or WIL if fn is not a function.*
géggg uses exprp, not fntvo, so that
nargs[ (A (B C) D)]=2. Note that if
fn is a SUBR or FSUBR, nargs = 3,
;géardless of the number of arguments
logically needed/used by the routine.

If fn is a nospread function, nargs=1.



value is the 'argument list' for ggj'

arglist[£fn] ,
‘Note that the 'argument list' is an
‘atom féfﬁnospread functions. Since
NIL is a. 'possible value for arglist,
an errbf is generated if fn is not a

function.*

If fn is a SUBR or FSUBR, the value of arglist is (U V W), if a
SUBR* or FSUBR*, the value is U. This is merely a 'feature' of
arglist, subrs do not actually store the names u, v, or w on the

stack. However, if the user breaks or traces a subr (Section 15),

these will be the argument names used when an equivalent expr
definition is constructed.

define[x] The argument of define is a list.
Each element of the list is itself
a list either of the form (name
definition) or (name arguments ...).
In the second case, following
arguments is the body of the defini-
tion. As an example, consider the
following two equivalent expressions
for defining the function null.
1) (NULL (LAMBDA (X) (EQ X NIL)))
2) (NULL (X) (B0 X NIL))

define will generate an error on encountering an atom where a
defining list 1is expected. If dfnflg=NIL, its normal setting,
an attempt to redefine a function fn will cause define to print
the message (fn REDEFINED) and to save the old definition of fn
using savedef before redefining it.

iote: define will operate correctly if the function is already
defined and broken, advised, or broken-in.

*i,e., if exprp, ccodep, and subrp are all NIL,

tir fn is a compiled function, the argument list 1s constructed,
i.e,. each call to arglist requires making a new list. For interpreted
functions, the argument 1list is simply cadr of getd.
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defineq[x;;x 7..0ix. 1] nlambda nospread version of define, i.e.,
~ takes an indefinite number of arguments
which are not evaluated. Each X,
must be a list, of the form described
in define. defineq calls define, so

dfnflg affects its operation the same
as define. ’

savedef[fn] Saves the definition of fn on its
property list under property EXPR,
CODE, or SUBR depending on its fntyp.
value is the property name used. If
getd[fn] is non-NIL, but fntyplfn] is
NIL, saves on property name LIST. This
situation can arise when a function is
redefined which was originally defined
with LAMBDA misspelled or omitted.

If fn is a list, savedef operates on
each function in the list, and its
value is a list of the individual

values.



unsavedef [fn;prop]

Restores the definition of fn from

its propérty list under property prop
(see savedef above). Value is prop.
If nothing saved under prop, and fn is
defined, returns (prop NOT FOUND),

otherwise generates an error,

If prop is not given, unsavedef looks
under EXPR, CODE, and SUBR, in that

order. The value of unsavedef is the
property name, or if nothing is found and
fn is a function, the wvalue is

(NOTHING FOUND) ; otnerwise an error occurs.
If dfnflg=T, the current definition of fn,
if any, is saved using savedef. Thus one
cah use unsavedef to switch back and forth
between two definitions of the same
function, keeping one on its property

list and the other in the function

definition cell.

If'gg.is a list, unsavedef operates on
each function of the list, and its
value is a list of the individual
values.



eval [x]*

e[x]

eval evaluates the expression x and
returns this value, i.e. eval provides
a way of calling the interpreter. Note
function, so its argument is first
evaluated, =2.q.,
+SET (FOO (ADD1 3))

(ADD1 3)
+ (EVAL FO0O)

4

+EVAL (FOO) or (EVAL (QUOTE FO00))
(ADD1 3)

nlambda nospread version of eval.

Thus it eliminates the extra pair of
parentheses for the list of arguments
for eval. i.e., e X is equivalent to
eval([x]. lote however that in BBN~LISP,

the user can type just x to get x

evaluated. See page 2.4.

*eval is a subr so that the ‘'name' x does not actually appear on

the stack.
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apply [fn;args]

apply*[fn;arg,; ...;arg.]

apply applies the function fn to the
arguments args. The individual elements
of args are not evaluated by apply, i.e.

for the purposes of apglx,‘g&gmbda's

and lambda's are treated the same.
function so 1ts arguments are evalu-

ated before it is called e.qg.,

+SET (FOO1 3)
3
«SET (FOO2 4)
4
<+ (APPLY (QUOTE IPLUS) (LIST FOOl 002))
7
Here, fool and foo2 were evaluated
when the second argument to apply was
evaluated. Compare with
+SET (FOO1 (ADD1 2))
(ADD1 2)
«SET (FOO2 (SUBl1 5))
(suBl 5)
« (APPLY (QUOTEL IPLUS) (LIST FOOl FOO2))
NON~NUMERIC ARG
(ADD1 2)

equivalent to

apply [fn;list[argy;...;argpl]

For example, if fn is the name of a
functional argument to be applied to
x and y, one writes (APPLY* FN X Y).
Note that (FN X Y) specifies a call to
the function FN itself, and will cause
an error if FN is not defined. FN
will not be evaluated.
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evalax;a] Simulates a-list evaluation as in
LISP 1.5. x is a form, a is a list of
dotted pairs of variable name and value.
a is 'spread' on the stack, and then x
is evaluated, i.e., any variables
appearing.free in x, that also appears
as car of an element of a will be
given the value in the cdr of that
element.

rptlrptn;rptf] Evaluates the expression rptf rptn

times. At any point, rptn is the
number of evaluations yet to take
place. Returns the value of the last
evaluation. If rptn < @, rptf is not
evaluated, and the value of rpt is NIL.

NOTE: rpt is a lambda function, so both its arguments are evalu-
ated before rpt is called. For most applications, the user will
probably want to use rptq.

rptg [rptn; rptf] nlambda version of rpt: rptn is
evaluated, rptf quoted.

8.12
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arg [var;m] Used to access the individual argu-
ments of a lambda nospread function.
arg is an nlambda function used like

setq: var is the name of the atomic

argument list, and is considered to be
quoted, m is the number of the desired
argument, and is evaluated. For
example, consider the following defi-
nition of iplus in terms of plus.

(LAMBDA X
(PROG (M )
(N 2))
LP (COND
(CE@ N X)
C(RETURN M)))

[SET@ M (PLUS M (ARG X (SETQ@ N C(ADD1 NI

(GO LP]

The value of arg is undefined for m
less than or equal to 0 or greater
than the value of var.* Lower numbered
arguments appear earlier in the form,
e.g. for (IPLUS A B C),

arg[X;1l]l=the value of &,

arg[X;2]=the value of B, and

arg (X;3]=the value of C. ©Note that
the lambda variable should never be
reset. However, individual arguments
can be reset using setarg described
below.

* Por lambda nospread functions, the lamhda variable is hound.
to the number of arguments actually given to the function.
See Section 4.



setarg[var;m; x] sets to x the mth argument for the
lambda nospread function whose argu-
ment list is var. var is considered
quoteda, m and x are evaluated; e.g.
in the previous example,
(SETARG X (ADDl1 N) (MINUS M)) would
be an example of the correct form for

setarq.



SECTION IX

THT LISP EDITOR

Contents

2  CURRENT EXPRESSION, P, &, ?, PP, EDIT CHAIN, 4, *%,

6 (n), (nel, ..., em), (>nel, ..., em), N, F, R, NX,

9 RI, UNDO, BK, BF, \, \P, &, --, $(ALT-MODE), UP,

16 B, A, :, DELETE, MBD, XTR, UP, ..., n, -n,

26 p, 6, 4, NX, BK, (NX n), (BK n), !NX, (NTH n),

24 PATTERN MATCH, &, $, ®ANY¥, -=, ==, ..., SEARCH ALGORITHM,
27 MAXLEVEL, UNFIND, F, (F pat n), (F pat T),

3¢ (F pat N), (F pat), FS, F=, ORF, BF, (BF pat T),

33 LOCATION. SPECIFICATION, IF, #%, @, LC, LCL, 2ND,

34  3RD, (« pat), BELOW, NEX, (NTH €¢>, .., MARK, <,

39 «+,\, UNFIND, \P, S, (n), (nel, ..., em),

41 (-n el, ..., em), N, B8, A, :, DELETE, INSERT, REPLACE,
45 DELETE, #%#, UPFINDFLG, XTR, EXTRACT, MBD, EMBED, MOVE,
6¢ BI, BO, LI, LO, RI, RO, THRU, TO, R, R1l, RC, RC1l, SW,
68 PP, P, ?, PP¥, RXCOMMENT®¥, E, I, ##, COMS, COMsQ, IF,
73 LP, LPQ, MAXLOOP, (ORR, MACROS, M, BIND, USERMACROS, NIL,
79 TTY:, OK, STOP, SAVE, REPACK, ;, UNDO, TEST, !UMD0O, UNBLOCK,
85 EDITDEFAULT, EDITE, EDITL, EDITF, PROP, UNSAVED, EDITV,
93 EDITP, EDITFNS, EDIT4E, EDITFPAT, EDITFINDP, ESUBST,
96 CHANGENAME

The LISP editor allows rapid, convenient modification of list
structures. Most often it is used to edit function definitions,
(often while the function itself is running) via the function
editf, e.qg., FDITF (FOO). However, the editor can also be used
to edit the value of a variable, via editv, to edit a property
list, via editp, or to edit an arbitrary expression, via edite.
It is an important feature which allows good on-line inter-

action in the BBN LISP system.

This chapter begins with a lengthy introduction intended for

the new user. The reference portion begins on page 9.17.
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Introduction

Let us introduce some of the basic editor commands, and give

a flavor for the editor's language structure by guiding the
reader through a hypothetical editing session. Suppose we are
editing the following incorrect definition of append

[LAMBDA (X)
Y
{COND
((NUL X)
)
(T (CCNS (CAR)
(APPFND (CDR X Y]

We call the editor via the function editf:

«EDITF(APPEND)

EDIT
*

The editor responds by typing EDIT followed by *, which is the

editor's ready character, i.e., it signifies that the editor is

ready to accept commands.t

At any given moment, the editor's attention is centered on some

substructure of the expression being edited. This substructure

is called the current expression, and it is what the user sees
when he gives the editor the command P, for print. Initially,
the current expression is the top level one, i.e., the entire

expression being edited. Thus:

P
LANEDA (X) Y (COND & &))

Poda

* In other words, all lines beginning with * were typed by the
the rest by the editor.

2.2

user,



Note that the editor prints the current expression as though
printlevel were set to 2, i.e., sublists of sublists are
printed as &. The command ? will print the current expression
as though printlevel were 1000

*?
(LAMBDA (X) Y (COND ((RUL X) %) (T (CCNS (CAK) (APPEND (CDR X ¥))))))

£

and the command PP will prettyprint the current expression.

A positive integer is interpreted by the editor as a command to
descend into the correspondingly numbered element of the current

expression. Thus:

* 2
* P
(X)

A negative integer has a similar effect, but counting begins
from the end of the current expression and proceeds backward,
i.e., ~1 refers to the last element in the current expression,
-2 the next to the last, etc. For either positive integer or
negative integer, if there is no such element, an error occurs,t
the editor tvpes the faulty command followed by a 2, and then
another *. The current expression is never changed when a

ecommand causes an error. Thus:

+'Editor errors' are not of the flavor described in Chapter 16,
i.e., they never cause breaks or even go through the error
machinery but are direct calls to error! (p. 16.13) indicating
that a command is in some way faulty. What happens next depends
on the context in which the command was being executed. For
example, there are conditional commands which branch on errors.

In most situations, though, an error will cause the editor to type
the faulty command followed by a ? and wait for more input. Note
that typing control-E while a command is being executed aborts

the command exactly as though it had caused an error.



* P
(X)
* 2

*
* P

A phrase of the form 'the current expression is changed’' or
"the current expression becomes' refers to a shift in the
editor's attention, not to a modification of the structure
being edited.

When the user changes the current expression by descending into
it, the old current expression is not lost. Instead, the
editor actually operates by maintaining a chain of expressions
leading to the current one. The current expression is simply
the last link in the chain. Descending adds the indicated
subexpression onto the end of the chain, therebv making it be
the current expression. The command § is used to ascend the
chain; it removes the last link of the chain, thereby making
the previous link be the current expression. Thus:

* P

¢

® kr'i J

(¥

OND (& Z) (T &))

-
(\.

E 3



Note the use of several commandsron a single line in the
previous output. The editor operates in a line buffered mode,
the same as evalgt. Thus no command is actually seen by the
editor, or executed, until the line is terminated, either by
a carriage return, or a matching right parenthesis. The user
can thus use control-A and control-Q for line-editing edit

commands, the same as he does for inputs to evalgt.

In our editing session, we will make the following corrections
to append: delete Y from where it appears, add Y to the end of
the argument list,t change NUL to NULL, change Z to Y, add 7%
after CAR, and insert a right parenthesis following CDR X.

First we will delete Y. By now we have forgotten where we are
in the function definition, but we want to be at the "top," so
we use the command 4, which ascends through the entire chain of
expressions to the top level expression, which then becomes

the current expression, i.e., % removes all links except the
first one.

®*1T D
(LAMBOA (X)) Y (COHD & R

*

Note that if we are already at the top, * has no effect, i.e.,
it is a NOP. However, # would generate an error. In othex

words, * means "go to the top," while @ means "ascend one link."

+ These two operations could be thought of as one operatio::,

i.e., MOVE Y from its current positicn to a new position, and
in fact there is a MOVE command in the editor. However, for

the purposes of this introduction, we will confine ourselves

to the simpler edit commands.



The basic structure modification commands in the editor are

(n) n>1 deletes the corresponding

element from the current expression.

(n el'...,em) n,m>1 replaces the nth element in

the current expression with

ellll.,em.

(-n ell...,em) n,m>1 inserts el'...lem hefore the
nth element in the current
expression.

Thus:
* P
(LAMBDA (X) Y (COND & &8))
*(3)
*(2 (X YY)
=P

(LAMBDA (X Y) (COND & 8))

»*

All structure modification done by the editor is destructive,
i.e., the editor uses rplaca and rplacd to physically change the
structure 1t was given.

Note that all three of the above commands perform their operation
with respect to the nth element from the front of the current
expression; the sign of n is used to specify whether the operation
is replacement or insertion. Thus, there is no way to specify
deletion or replacement of the nth element from the end of the
current expression, or insertion before the nth element from the
end without counting out that element's position from the front

of the list. Similarly, because we cannot specify insertion after
a particular element, we cannot attach something at the end of the
current expression using the above commands. Instead, we use the
command N (for nconc). Thus we could have performed the above changes

instead bv:
v «P

(LAMBDA (X) Y (COND & &))
*(3)

*2 (N Y)

*P

(X Y)

** P

«(LAMBDA (X Y) (COND & 8&))

£ 3



Now we are ready to change NUL to NULL. Rather than specify
the sequence of descent commands necessary to reach NUL, and
then replace it with NULL, i.e., 3 2 1 (1 NULL), we will use F,
the find command, to find NUL:

* P

(LAMBDA (X Y) (COND AR &))
*F ONUL

* P

(UL XD

W ({1 MULL)

*J P

CINOLL XY 7))

*

Note that F is special in that it corresponds to two inputs.

In other words, F says to the editor, "treat your next command

as an expression to be searched for." The search is carried

out in printout order in the current expression. If the target
expression is not found there, F automatically ascends and
searches those portions of the higher expressions that would
anpear after (in a printout) the current expression. If the
search is successful, the new current expression will be the structure
where the expression was found,t and the chain will be the same as
one resulting from the appropriate sequence of ascent and descent
commands. If the search is not successful, an error occurs, and

neither the current expression nor the chain is changed:tt

+ If the search is for an atom, e.g., F NUL, the current expression
will be the structure containing the atom. If the search is for a
list, e.g., F (NUL X), the current expression will be the list
itself.

++ F is never a NOP, i.e., if successful, the current expression
after the search will never be the same as the current expression
before the search. Thus F expr repeated without intervening
commands that change the edif chain can be used to find successive
instances of expr.



* P
((NULL X) 2)

«F COND P
COND ?
* P

*((NULL X) 2Z)
»

Here the search failed to find a cond following the current
expression, although of course a cond does appear earlier in the
structure. This last example illustrates another facet of the
error recovery mechanism: to avoid further confusion when an
error occurs, all commands on the line beyond the one which
caused the error (and all commands that may have been typed
ahead while the editor was computing) are forgotten.+

We could also have used the R command (for replace) to change

NUL to NULL. A command of the form (R ey e2) will replace all
occurrences of € in the current expression by e,. There must
be at least one such occurrence or the R command will generate
an error. Let us use the R command to change all Z's (even

though there is only one) in append to Y:

** (R Z2 Y)
*F 7

z 7?
PP
[LAMBDA (X Y)
(COND
((NULL X)
Y)
(T (CONS (CRR)
(APPEND (CDR X Y]

ti.e. the input buffer is cleared (and saved), see p. 14.17. It
can be restored, i.e., the type-ahead recovered, via the command
$BUFS (alt-mode BUFS), described in section 22.
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The next task is to change (CAR) to (CAR X). We could do this
by (R (CAR) (CAR X)), or by:

*F CMR

P (N Y

P

(CER %)

»

The expression we now want to change is the next expression
after the current expression, i.e., we are currently looking at
(CAR X) in (CONS (CAR X) (APPEND (CDR X Y))). We could get to
the append expression by typing 0 and then 3 or -1, or we can

use the command NX, which does both operations:

AP EIND (CDR XYY

Finally, to change (APPEND (CDR X Y)) to (APPEND (CDR X) Y), we
could perform (2 (CDR X) Y), or (2 (CDP X)) and (N Y), or

2 and (3), deleting the Y, and then 0 (N Y). However, if v
were a complex expression we would not want to have to retyoe
it. 1Instead, we could use a command which effectively inserts
and/or removes left and right parentheses. There are six of
these commands: BI, BO, LI, LO, -RI, and RO, for both in,

both out, left in, left out, right in, and right out. Of course,
we will always have the same number of left parentheses as

right parentheses, because the parentheses are just a notational
guide to structure that is provided by our print program.*

Thus, left in, left out, right in, and right out actuallv do not
insert or remove just one parenthesis, but this is very

suggestive of what actually happens.

* Jerein lies one of the princival advantages of a LISP oriented
editor over a text editor: unhalanced parentheses errors are not
possible.
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In this case, we would like a right parenthesis to appear
following X in (CDR X Y). Therefore, we use the command (RI 2 2),
which means insert a right parentheses after the second element

in the second element (of the current expression):

* P
(APPEND (CDR X Y))

*(RT 2 2)
* P

(APPEND (CDR X) Y)

E

We have now finished our editing, and can exit from the editor,
to test append, or we could test it while still inside of the

editor, by using the E command:

*E APPEND((A B) (C D E))
(A B CDE)

a*

The I command causes the next input to be given to evalqt. If
there is another input following it, as in the ahove example,
evalgt will apply the first to the second. Otherwise, evalqgt

evals the first input.

We prettyprint append, and leave the editor.

*PP
[(LAMBDA (X Y)
(COND
((NULL X)
Y)
(T (CONS (CRE X)
(APPEND (CDR X) Y}
* K
APPEND

-



Commands for the New User

As mentioned earlier, the BBN-LISP manual is intended primarily
as a reference manual, and the remainder of this chapter is
organized and presented accordingly. While the commands intro-
duced in the previous scenario constitute a complete set, i.e.,
the user could perform any and all editing operations using just
those commands, there are many situations in which knowing the
right command(s) can save the user considerable effort. Ve
include here as part of the introduction a list of those commands
which are not onlv frequently applicable but also easy to use.
Thev are not presented in any particular order, and are all dis-

cussed in detail in the reference portion of the chapter.

UNDO undoes the last modification to the
structure being edited, e.g., if the
user deletes the wrong element, UNDO
will restore it. The availakility of
UNDO should give the user confidence to
experiment with any and all editing
commands, no matter how complex,
because he can alwayvs reverse the

effect of the command.

BX like NX, except makes the expression
immediatelv before the current

expression become current.

RBF backwards find. Like F, except searches

backwards, i.e., in inverse print order.



\pP

Restores the current expression to the
expression before the last “big jump®,
e.g., a find command, an *, or another
\. For example, if the user types

F COND, and then F CAR, \ would take him
back to the COND. Another \ would take
him back to the CAR.

like \ except it restores the edit chain to
its state as of the last print, either Ly
P, ?, or PP. If the edit chain has not
been changed since the last print, \P
restores it to its state as of the

printing before that one, i.e., two chains

are always saved.

Thus if the user types P followed by 3 2 1 P, \P will take him

back to the first P, i.e., would be equivalent to 0 ¢ 0.
Another \ P would then take him back to the second P, i.e., he
can use \P to flip back and forth between two current expressions.

9.12



&, =~ The search expression given to the F or
BF command need not be a literal
S-expression. Instead, it can be a pattern.
The symbol & can be used anywhere within
this pattern to match with any single
element of a list, and -- can he used to
match with any segment of a list. Thus,
in the incorrect definition of append
used earlier, F (NUL &) could have been
used to find (NUL %), and F (CDR --) or
F (CDR & &), but not I' (CDR &), to find
(CDR X Y).

rote that & and -- can be nested arbitrarily deeply in the
pattern. For example, if there are many places where the vari-
able X is set, F SETQ may not find the desired expression, nor may
F (SETO X &). It may be necessarv to use ¥ (gr7To X (LIST —--)).
Fowever, the usual technique in such a case 1is to pick out a
unigue atom which occurs prior to the desired exnression and
perform two I commands. This "homing in" process seems to be

more convenient than ultra-precise specification of the pattern.
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$ (alt-mode) $ is equivalent to -- at the character
level, e.g. VERS$ will match with
VERYLONGATOM, as will $ATOM, $LONGS,
(but not SLONG) and S$VS$SNSMS$., § can be
nested inside of the pattern, e.q.,
F (SETQ VERS (CONS --)).

If the search is successful, the editor will
print = followed by the atom which matched
with the $-atom, e.g.,

*F (SETQ VERS &)

=VERYLONGATOM
*

Frequently the user will want to replace the entire current
expression, or insert something bhefore it. Tn order to do this
using a command of the form (n el,...,em) or (-n el,...,em),
the user must be above the current expression. In other words,
he would have to perform a 0 followed hv a command with the
appropriate number. However, if he has reached the current
expression via an F command, he mav not know what that number
is. In this case, the user would like a command whose effect
would be to modify the edit chain so that the current expres-
sion became the first element in a new, higher current
expression. Then he could perform the desired operation via

(1 el,...,em) or (-1 el,...,em); UP is provided for this

purpose.

.14
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up after UP operates, the old current
expression is the first element of the
new current expression. Note that if the
current expression happens to be the
first element in the next higher
expression, then UP is exactly the same
as 0. Otherwise, UP modifies the edit
chain so that the new current expression is

a tailt of the next higher expression:

*F APPEND P
(APPIND (CDR X) Y)
xUp P

<es (APFEND & Y))
=4 P

fCOWS (CAXE X) (APPEND & Y))

*

The ... is used by the editor to indi-
cate that the current expression is a
tail of the next higher expression as
opposed to being an element (i.e., a
member) of the next higher expression.
Note: if the current expression is
already a tail, UP has no effect.

t#Throughout this chapter 'tail' means 'proper tail', see p. 5.12.



(B €p e em) inserts el""’ém before the current
expression, i.e., does an UP and then

a -1.

(~ el....,em) inserts €y een € after the current
expression, i.e., does an UP and then
either a (-2 el;...,em) or an
(N el,...,emL if the current expression
is the last one in the next higher
expression.

(: el,...,em) replaces current expression by Cpoeee .

m
i.e., does an UP and then a (1 el,...,em).

DELETE deletes current expression, i.e., equiva-
lent to (:).

The rest of the commands in this family: BRI, PO, LI, LO, and RO,
perform similar functions and are useful in certain situations.

In addition, the commands MBD and XTR can be used to combine

the effects of several commands of the BI-BO family. MBD is

used to embed the current exoression in a larger exnression.

For example, if the current expression is (PRINT bigexpression),

and the user wants to replace it by (COND (FLG (PRINT bigexpression))),
he can accomplish this by (LI 1), (-1 FLG), (LI 1), and (-1 COND),

or by a single MBD command.

XTR is used to egﬁg@ct an expression from the current expression.
For example, extracting the PRINT expression from the above COND
could be accomplished by (1), (LO 1), (1), and (LO 1) or by a
single XTR command. The new user is encouraged to include XTR
and MBD in his repertoire as soon as he is familiar with the more
basic commands.



Attention Changing Commands

Commands to the editor fall into three classes: commands that
change the current expression (i.e., change the edit chain)
thereby “shifting the editor's attention,” commands that
modify the structure being edited, and miscellaneous commands,

e.g., exiting from the editor, printing, evaluating expressions.

Within the context of commands that shift the editor's attention,
we can distinguish among (1) those commands whose operation
depends only on the structure of the edit chain, e.qg., g, UP, NX;
(2) those which depend on the contents of the structure, i.e.,
commands that search:; and (3) those commands which simply restore
the edit chain to some previous state, e.g.,\\,‘\P. (1) and (2)
can also be thought of as local, small steps versus open ended,
big jumps. Commands of type (1) are discussed on pp. 9.18 - 9.23;
type (2) on pp. 9.24 - 9.38; and type (3) on pp. 9.39 - 9.40.



Local Attention-Changing Commands

(1) If a P command would cause the editor

the first

expression.T

up
to type ... before typing the current
expression, i.e. the current expression
is a tail of the next higher expression,
UP has no effect; otherwise
(2) UP modifies the edit chain so that the
old current expression (i.e., the one at
the time UP was called) is
element in the new current

Examples: The current expression in each case is

(COND ( (NULL X)

(RETURN Y))).

1. *1 P
COND
*Up P
(COND (& &))
2, *-1 P
((NULL X) (RETURN Y))
*Up P
«ee. ((NULL X) (RETURN Y)))
*UP P
e.. ((NULL X) (RETURN Y)))

3. *F NULL P

(NULL X)

*Up P

( (NULL X) (RETURN Y))

*UP P

... ((NULL X) (RETURN Y)))

+If the current expression is the first element in the next

higher expression UP simply does a f#.
corresponding tail to the edit chain.

Otherwise UP adds the



The execution of UP is straightforward, except in those cases where
the current expression appears more than once in the next higher
expression. For example, if the current expression is

(A NIL B NIL C NIL) and the user performs 4 followed by UP, the
current expression should then be ... NIL C NIL). UP can deter-
mine which tail is the correct one because the commands that
descend save the last tail on an internal editor variable, lastail.
Thus after the 4 command is executed, lastail is (NIL C NIL).

When UP is called, it first determines if the current expression
is a tail of the next higher expression. If it is, UP is finished.
Otherwise, UP computes

memb [current-expression;next-higher-expression] to obtain a tail
beginning with the current expression.+ 1If there are no other
instances of the current-expression in the next higher expression,
this tail is the correct one. Otherwise UP uses lastail to select
the correct tail.tt

+The current expression should always be either a tail or an
element of the next higher expression. If it is neither, for
~example the user has directly (and incorrectly) manipulated

" the edit chain, UP generates an error.

++0ccasionally the user can get the edit chain into a state
where lastail cannot resolve the ambiguity, for example if
there were two non-atomic structures in the same expression
that were eq, and the user descended more than one level into
one of them and then tried to come back out using UP, In this
case, UP prints LOCATION UNCERTAIN and generates an error. Of
course, we could have solved this problem completely in our
implementation by saving at each descent both elements and tails.
However, this would be a costly solution to a situation that
arises infrequently, and when it does, has no detrimental effects.
The lastail solution is cheap and resolves 99% of the ambiguities.
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n (n>0) adds the nth element of the current
expression to the front of the edit
chain, thereby making it be the new
current expression. Sets lastail for
use by UP. Generates an error if the
current expression is not a list that

contains at least n elements.

-n (n>0) adds the nth element from the end of
the current expression to the front of
the edit chain, thereby making it be the
new current expression. Sets lastail
for use by UP. Generates an error if
the current expression is not a list

that contains at lecast n elements.

7 Sets edit chain to cdr of edit chain,
thereby making fhe next higher expression
be the new current expression. Generates
an error if there is no higher expression,
i.e. cdr of edit chain is NIL,

Note that £ usually corresponds to going back to the next higher
left parenthesis, bhut not alwavs. For example, if the current
expression is (A B C D E F G), and the user performs

*3 UP P

... CDEFQG)
*3 UP P

... EF.G)
*gp

... CDEFQG)

If the intention is to go back to the next higher left parenthesjs,

regardless of any intervening tails, the command !# can be used. T

T1@ is pronounced bang-zero.

0
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BEK

‘does repeated f's until it reaches a

point where the current expression is
not a tail of the next higher expression,
i.e., always goes back to the next

higher left parenthesis.

sets edit chain to last of edit chain,
thereby making the top level exnression
be the current expression. Never

generates an error.

effectively does an UP followed by a 2,*
therebv making the current expression
be the next expression. Generates an
error if the current expression is the
last one in a list. (However, .NX

described below will handle this case.)

makes the current expression e the
previous expression in the next hicher
expression. Generates an error if
the current expression is the first

expression in a list.

For example, if the current expression is (COND ((NULL X) (RETURN

*F RETURN P
(RETURN Y)
*BK P

(NULL X)

1-

appropriate number,

Both NX and BK operate by performing a !# followed by an
i.e. there won't be an extra tail above

the new current expression, as there would be if NX operated
by performing an UP followed by a 2.

Y)))



(NX n) n>0 equivalent to n NX commands, except if
an error occurs, the edit c¢hain is not
changed.

(BK n) n>0 equivalent to n BK commands, except if

an error occurs, the edit chain is not

changed

Note: (NX -n) is eguivalent to (BK n), and vice versa.

NX makes current expression be the next
expression at a higher level, i.e.,
goes through any number of right paren-
theses to get to the next expression.

For example:

*DP
(PPOG ((L L)
(UF L))

1P (COND
((NULL (SETQ L (CDR L)))
(EREOR!))
([NULL (CDR (FMEMB (CAR L)
(CADR L)
(GO LP)))

(EDITCOM (QUOTE xX))
(SETO UNFIND UF)
(RETURN L))

*¥ CDR »

(CDR LY

= NX

NX 7

= INX P

{FRRORY

*iNX P

f{NULL &%) (GO LP))
xINX P

(EDITCOM (QUOTE NX))

*
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!NX operates by doing #'s until it reaches a stage where the
current expression is not the last expression in the next
higher expression, and then does a MNX. Thus [(HNX always goes
through at least one unmatched right parenthesis, and the new
current expression is always on a different level, i.e. INX
and NX alwavs produce different results. For example using the

previous current expression:

*F OCAR P

(CADR 2)

(NTH n) n#0 equivalent to n followed by UP, i.e.,
causes the list starting with the nth
element of the current expression (or
nth from the end if n<0) to become
the current expression.* Causes an
error if current expression does not

have at least n elements.

A generalized form of NTH using location specifications is

described on page 9.37.

*(NTH 1) is a NOP.



Commands That Search

All of the editor commands that search use the same pattern

matching routine,

T We will therefore begin our discussion of

searching by describing the pattern match mechanism. A

pattern

[0 2 B O I I
L]

6a.

pat matches with x if

pat is eq to x.

pat is &.

pat is a number and egp to Xx.

pat is a string and strequallpat;x] is true.

If car[pat] is the atom *ANY*, cdr([pat] is a list of
patterns, and pat matches x if and only if one of
the patterns on cdr[pat] matches x.

If pat is a literal atom or string containing

one or more alt-modes, each $ can match an
indefinite number (including @) of contiguous
characters in a literal atom or string, e.q.

VER$ matches both VERYLONGATOM and
"VERYLONGSTRING" as do SLONGS (but not

SLONG), and S$SVSLSTS.

" 6b. If pat is a literal atom or string ending in two alt-

modes, pat matches with the first atom or string that
is "close" to pat, in the sense used by the spelling
corrector, chégzgr 17. e.g. CONSS$$ matches with
CONS, CNONCS$$ with NCONC or NCORC1.

The pattern matching routine always types a message
of the form =x to inform the user of the object matched

+
by a pattern of type 6a or 6b’+, e.g. =VERYLONGATOM.

+This routine is available to the user directly, and is

t+

described later in this chapter in the section of "Editor
Functions."

unless editquietflg=T.
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7. If car[pat] is the atom --, pat matches x if
a. cdr[pat]=NIL, i.e. pat=(--), e.qg.
(A --) matches (A) (A B C) and (A . B)
In other words, -- can match any tail of a list.

b. cdripat] matches with some tail of x,
e.g. (A -- (&)) will match with (A B C (D)),
but not (A BC D), or (A B C (D) E). However,
note that (A -- (&) =-=) will match with
(A B C (D) E).
In other words, -- can match any interior

segment of a list.

8., 1If car[pat] is the atom ==, pat matches x if and only

if cdrpat] is eq to §.+

9, Otherwise if x is a list, pat matches x if car[pat]

matches car[x], and cdr[pat] matches cdrl[x].

When searching, the pattern matching routine is called to

match with elements in the structure, unless the pattern begins
with ..., in which case cdr of the pattern is matched against proper
tails in the structure. Thus if the current expression is

(A BC (BC)),

*F (B ==)

*p

(B C)

*0F (... B ==)
*p

... BC(E C))

tpattern 8 is for use by programs that call the editor as a
subroutine, since any non-atomic expression in a command
typed in by the user obviously cannot be eq to existing structure.
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Matching is also attempted with atomic tails (except for NIL). Thus

*p

(A (B . C))
*F C

*p

cee . C)

Although the current expression is C after the final command,

it is printed as ... . C) to alert the user to the fact that C

is a tail, not an element. Note that C will match with either
instance of C in (A C (B . C)), whereas ( ... . C) will match only
the second C. The pattern NIL will only match with NIL as an
element, i.e. it will not match in (A B), even though cddr of

(A B) is NIL. However, (... . NIL) (or equivalently (...))

may be used to specify a NIL tail, e.g. (... . NIL) will match
with cdr of the third subexpression of ((A . B) (C . D) (E)).

9.25.1
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Search Algorithm

Searching begins with the current expression and proceeds in
print order. Searching usually means find the next instance
of this pattern, and consecuently a match is not attempted
that would leave the edit chain'unéhanged.* At each step, the
pattern is matched against the next element in the expression
currently being searched, unless the pattern begins with ...

in which case it is matched against the next tail of the

expression.

If the match is not successful, the search operation is
recursive first in the car direction and then in the cdr
direction, i.e., if the element under examination is a list,
the search descends into that list before attempting to match
with other elements (or tails) at the same level, **

* However, there is a version of the find command which can
succeed and leave the current expression unchanged.

**There is also a version of the find command which only attempts

matches at tihe top level of the current expression, i.e., does
not descend into elements, or ascend to higher expressions.

2/1/72



However, at no point is the total recursive depth of the search
(sum of number of cars and cdrs descended into) allowed to exceed
the value of the variable maxlevel. At that point, the search

of that element or tail is abandoned, exactly as though the
element or tail had been completely searched without finding a
match, and the search continues with the next element or tail

for which the recursive depth is below maxlevel, This feature

is designed to enable the user to search circular list structures
(by setting maxlevel small), as well as protecting him from
accidentally encountering a circular list structure in the course

of normal editing. maxlevel is initially set to 300.*

If a successful match is not found in the current expression,

the search automatically ascends to the next higher expression,**
and continues searching there on the next expression after the
expression it just finished searching. If there is none, it
ascends again, etc. This process continues until the entire edit
chain has been searched, at which point the search fails, and an
error is generated. If the search fails (or, what is equivalent,
is aborted by Control-F), the edit chain is not changed (nor

are any conses performed).

If the search is successful, i.e., an expression is found that
the pattern matches, the edit chain is set to the value it would
have had had the user reached that expression via a sequence of

integer commands.

*maxlevel is a globalvar (see p. 18.6). If changed, it must be
reset not rebound.

**See footnote *** on previous page.



If the expression that matched was a list, it will be the

final link in the edit chain, i.e., the new current expression.
If the expression that matched is not a list, e.qg., is an atom,
the current expression will be the tail beginning with that
atom,* i.e., that atom will be the first element in the new
current expression. In other words, the search effectively

does an UP,*%*

*Unless the atom is a tail, e.g. B in (A . B). 1In this case,
the correct expression will be B, but will print as ... . B).

** Unless upfindflg=NIL (initially set to 7). For discussion,

see pp. 9.49-9.50.
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Search Commands

All of the commands below set lastail for use by UP, set

i e v et

unfind for use by \ (p. 9.39 ), and do not change the edit chain

or perform any conses if they are unsuccessful or aborted.

F pattern i.e., two commands: the I informs the
editor that the next command is to be
interpreted as a pattern. This is the
most common and useful form of the
find command. If successful, the edit
chain always changes, i.e., F pattern
means find the next instance of

pattern.

If memb[pattern;current-expression] is
true, F does not proceed with a full

recursive search.

If the value of the memb is NIL, I
invokes the search algorithm described

earlier.

Thus if the current expression were

(PROG NIL LP (COND (-~ (GO LP1))) ... LP1 ...), F LP1 would
find the prog label, not the LP1l inside of the GO expression,
even though the latter appears first (in print order) in the
current expression. Note that 1 (making the atom PROG be the
current expression), followed by F LPl would find the first
LP1l.



(F pattern N)

(F pattern T)

same as F pattern, i.e., finds the next
instance of pattern, except the memb
check of F pattern is not performed.

Similar to F pattern, except may succeed

without changing edit chain, and does

not perform the memb check.

Thus if the current expression is (COND ..), F COND will look
for the next COND, but (F COND T) will 'stav here'.

(F pattern n) n>0

(F pattern) or
(F pattern NIL)

Finds the nth place that pattern matches.
Equivalent to (F pattern T) followed by
(F pattern N) repeated n-l times. Each

time pattern successfully matches, n is
decremented by 1, and the search continues,
until n reaches 0. DNote that the pattern
does not have to match with n identical
expressions; it just has to match n times.
Thus if the current expression is

(FOO1 002 F003), (F FOOS 3) will find
FOO3. |

If the pattern does not match successfully
n times, an error is generated and the
edit chain is unchanged (even if the

pattern matched n-1 times).

only matches with elements at the top
level of the current expression, i.e., the
search will not descend into the current
expression, nor will it go outside of the
current expression. Mav succeed without

changing edit chain.

For example, if the current expression is

(PROG NIL (SETQ X (COND & &)) (COND &) ...)

I' (COND ~--) will find the COND inside the SFTQ, whereas

(F (COMD --)) will find the ton level COND, i.e., the second one.



(FS pattern

(F= expression x)

1 e patternn) egquivalent to F pattern

1 followed
by F patterh2 ... followed by F patternn,
so that if F patternrn fails, edit chain

is left at place pattern . matched.

equivalent to

(F (== . expression) X), i.e.,

searches for a structure eq to expression,
see p. 9.25.

(ORF pattern1 .o patternn) eguivalent to

BF pattern

(F (*ANY* patternl .o patternn) N),
i.e., searches for an expression that is

matched by either pattern., or ...

1
pattern . See p. 9.24.

backwards find. Searches in reverse

print order, beginning with expression
immediately before the current exvression
(unless the current expression is the

top level expression, in which case BF
searches the entire expression, in reverse
order).

BF uses the same pattern match routine as
F, and maxlevel and upfindflg have the
same effect, but the searching begins at
the end of each list, and descends into
each element before attempting to match
that element. If unsuccessful, the
search continues with the next previous
element, etc., until the front of the
list is reached, at which point BF

ascends and hacks up, etc.



For example, if the current expression is

(PROG NIL (SETQ X (SETQ Y (LIST Z))) (COND ((SETQ ¥ ~=) —=)) -=)
F LIST followed by BF SET) will leave the current expression as
(SETQ Y (LIST Z)), as will F COND followed hv BF SETQ.

search always includes current expression,
i.e., starts at end of current expression

and works backward, then ascends and

(BF pattern T)

backs up, etc.

Thus in the previous examnle, where F COND followed by BF SETO
found (SETQ Y (LIST Z)), F COND followed by (BF SETQ T)

would find the (SETO W --) expression.

(BF pattern) same as BF pattern.
(BF pattern NIL)



Location Specification

Many of the more sophisticated commands described later in this
chapter use a more general method of specifying position called
a location specification. A location specification is a list

of edit commands that are executed in the normal fashion with
two exceptions. First, all commands not recognized by the
editor are interpreted as though. they had been preceded by F.*
For example, the location specification (COND 2 3) specifies
the 3rd element in the first clause of the next COND, **

Secondly, if an error occurs while evaluating one of the commands
in the location specification, and the edit chain had been
changed, i.e., was not the same as it was at the beginning of
that execution of the location specification, the location
operation will continue. In other words, the location operation
keeps going unless it reaches a state where it detects that it

is 'looping', at which point it gives up. Thus, if (COND 2 3)

is being located, and the first clause of the next COND contained
only two elements, the execution of the command 3 would cause an
error. The search would then continue by looking for the next
COND. However, if a point were reached where there were no
further CONDs, then the first command, COND, would cause the
error; the edit chain would not have been changed, and so the

entire location operation would fail, and cause an error.

*Normally such commands would cause errors.

**lote that the user could always write (F COND 2 3) for (COND 2 3)
1f he were not sure whether or not COND was the name of an atomic
command.



The IF command and the ## function provide a way of using in
location specifications arbitrary predicates applied to

elements in the current expression. IF and ## will be described
in detail later in the chapter, along with examples illustrating

their use in location specifications.

Throughout this chapter, the meta-symhol @ is used to denote

a location specification. Thus @ is a list of commands inter-
preted as described above. @ can also be atomic, in which case
it is interpreted as list[@].

(LC . @) provides a way of explicitly invoking
the location operation, e.g. (LC COND 2 3)

will perform the search described above.

(LCL . @) Same as LC except search is confined to
current expression, i.e., the edit chain
is rebound during the search so it looks as
if the editor were called on just the current
expression. For example, to find a COND con-
taining a RETURN, one might use the location
specification (COND (LCL RETURN) \)
where the \ would reverse the effects of
the LCL command, and make the final

current expression be the COND.

(2D . @) . Same as (LC . #) followed by another
(LC . @) except that if the first succeeds
and second fails, no change is made to
the edit chain.

(3RD . @) Similar to 2MND.



(« pattern) ascends the edit chain looking for a link
which matcheés pattern. In other words, it
keeps doiné-ﬂ's until it gets to a specified
point. If Eéttern is atomic, it is matched

with the first element of each link, other-

L , I
wise with tne entire link.

For example:

xPP
[PROG NIL
(COND
[(NULL (SFETQ L (CDR L)))
(COND
(FLG (RETURN L)
([CNULL (CDR (FMEMB (CAR L)
(CADR 11}
(GO LP]
«F CADR
-»{« COND)
*P
(COND (& &) (& &))

»

Note'that this command differs from PF in that it does not
search inside of each link, it simply ascends. Thus in the
above example, F CADR followed Ly BF COMD would find

(COND (FLG (RETURN L))), not the higher COND.

If no match is found, an error is

generated and the edit chain is unchanced.

t1f pattern is of the form.(IF expression), expression is

evaluated at each link, and if its value is NIL, or the evalua-
tion causes an error, the ascent continues.



(BELOW com x) ascends the edit chain looking for a
link specified by com, and stops §*
links below that,f¥—;.e. BELOW keeps

doing @'s until it gets to a specified

point, and then backs off n f#'s.
(BELOW com) same as (BELOW com 1).

For example, (BELOW COND) will cause the cond clause containing
the current expression to become the new current expression.

Thus if the current expression is as shown above, F CADR followed
by (BELOW COND) will make the new expression be

([NULL (CDR (FMEMB (CAR L) (CADR L] (GO LP)), and is therefore
equivalent to g @ # #.

The BELOW command is useful for locating a substructure by
specifying something it contains. For example, suppose the user
is editing a list of lists, and wants to find a sublist that
contains a FOO (at any depth). le simply executes F FOO (BELOW ).

+§ is evaluated, e.g., (BLLOW com (IPLUS X Y),

++Only links that are elements are counted, not tails.
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(NFX x) same:as (BELOW x) followed by NX.

For example, if the user is deep inside of a SELECTQ clause,
he can advance to the next clause with (NEX SELECTO).

NEX same as (NEX <«).

The atomic form of MNEX is useful if the user will he performing
repeated executions of (NEX x). By simply MARKing (see p. 9.39 )
the chain corresponding to x, he can use NEX to step through the
sublists.

(NTH Q) generalized NTH command. FEffectively
performs (LCL . @), followed by (BELOW \),
followed by UP.

In other words, NTH locates @, ﬁsing a search restricted to
the current expression, and then backs up to the current level,
where the new current expression is the tail whose first element
contains, however deeply, the expression that was the terminus
of the location operation. For example:
* P
(PROG (& &) LP (COND & &) (EDITCOM &) (SETQ UNFIND UF) (RETURN L))
* (NTH UF)
* P :
wes (SETO UNFIND UF) (RETURN L)

*

If the search is unsuccessful, NTH generates
an error and the edit chain is not changed.

Note that (NTH n) is just a special case of (NTH @), and in
fact, no special check is made for @ a number; both commands
are executed identically.



(pattern .. . @)+ e.g., (COND .. RETURN). Finds a cond

that contains a return, at any depth.
Equivalent to (F pattern N), (LCL . @)
followed by (+ pattern).

For example, if the current expression is

(PROG NIL (COND ((NULL L) (COND (FLG (RETURN L))))) -~-), then

(COND .. RETURN) will make (COND (FLG (RETURN L))) be the

current expression. Jlote that it is the innermost COND that is
found, because this is the first COND encountered when ascending
from the RETURN. In other words, (pattern .. @) is not equivalent
to (F pattern N), followed by (LCL . @) followed by \.

Note that @ is a location specification, not just a pattern.

Thus (RETURN .. COND 2 3) can be used to find the RETURN which
contains a COND whose first clause contains (at least) three
elements. Note also that since @ permits any edit command,

the user can write commands of the form (COND .. (RETURN .. COND)) ,
which will locate the first COND that contains a RETURN that
contains a COND.

TAn infix command, '..' is not a meta-symbol, it <& the name of the

command., @ is cddr of the command.



Commands That Save and Restore The Edit Chain

Several facilities are available for saving the current edit chain
and later retrieving it: MARK, which marks the current chain

t which returns to the last mark without

for future reference, <+,
destroying it, and <+, which returns to the last mark and also

erases it.

MARK adds the current edit chain to the front
of the list marklst.

+ makes the new edit chain be (CAR MARKIST).
Generates an error if marklst is NIL, i.e.,
no MARKS have been nerformed, or all have

heen erased.

«<+ similar to <« but also erases the MARK,
i.e., performs
(SETQ MARKLST (CDR MARKLST) ) .

Note that if the user has two chains marked, and wishes to return
to the first chain, he must perform <<, which removes the second
mark, and then <., However, the second mark is then no longer
accessible. If the user wants to be able to return to either of

two (or more) chains, he can use the following generalized MARK:

(MARK atom) sets atom to the current edit chain,

s o

(\ atom) makes the current edit chain become

the value of atom.

*An atomic command; do not confuse with the list command
(¢« pattern).
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If the user did not prepare in advance for returning to a
particular edit chain, he may still be able to return to that
chain with a single command by using \ or \P.

\\ makes the edit chain be the value of

unfind. Generates an error if

unfind is set to the current edit chain by each command that
%;;;;"a "big jump", i.e., a command that usually performs more
than a single ascent or descent, namely t, «, <+, INX, all
commands that involve a search, e.g., F, LC, .., BELOW, et al

and \ and \P themselves.t

For example, if the user tvpes F COND, and then F CAR,\\ would
take him back to the COND. Another \ would take him back to
the CAR, etc.

\P restores the edit chain to its state as
of the last print operation, i.e. P, ?,
or PP. If the edit chain has not
changed since the last printing, \P
restores it to its state as of the
printing before that one, i.e., two

chains are always saved.

TExcept that unfind is not reset when the current edit chain is the

top level expression, since this could always be returned to via
the +* command.
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For example, if the user types P-followed by 3 21 P,‘\P will
return to the first P, i.e., would be equivalent to 0 0 O. T
Another \P would then take him back to the second P, i.e., the
user could use \P to flip back and forth between the two edit
chains.

(8 var . @) sets var (using setq) to the current
expression after performing (LC . @).

Edit chain is not changed.

Thus (S FOO) will set foo to the current expression, (S FOO -1 1)
will set foo to the first element in the last element of the

current expression.

t Note that if the user had typed P followed by F COND, ke could use
either \ or \P to return to the P, i.e., the action of \ and \P
are irdependent.
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Commands That Modify Structure
The basic structure modifications commands in the editor are:

(n) n2l deletes the corresponding element trom

the current expression.

(n € -.- em) n,m21 replaces the nth element in the
current expression with €] ... €.

- > i c

(-n ey «.. em) n,m2l inserts e; ... e, before the nth

element in the current expression.

(N €1 ee- em) mz2l attaches €y ... ey at the end of the

current expression.

As mentioned earlier:

all structure modification done by the editor is destructive,
i.e. the editor uses rplaca and rplacd to physically change
the structure i1t was given.

However, all structure modification is undoable, see UNDO p. 9.83.

2All of the above commands generate errors if the current expres-
sion is not a list, or in t*e case of the first three commands,
if the list contains fewer than n elements. In addition, the
command (1), i.e. delete the first element, will cause an error
if there is onlv one element, since deleting the first elcuent
must be done by replacing it with the second element, and then
deleting the second element. Or, to look at it another way,
deleting the first element when there is only one element would

require changing a list to an atom (i.e. to NIL) which cannot
be done.*

*However, the command DELETE will work even if there is only
one element in the current expression, since it will ascend
to a point where it can do the deletion.



Implementation of Structure Modification Commands

Note: Since all commands that insert, replace, delete or attach
structure use the same low level editor functions, the remarks
made here are valid for all structure changing commands.

For all replacement, insertion, and attaching at the end of a

list, unless the command was typed in directly to the editor,*
copies of the corresponding structure are used, because of the
possibility that the exact same command, (i.e. same list structure)
might be used again. Thus if the program constructs the command

(1 (A B C)) via (LIST 1 FOO), and gives this command to the editor,
the (A B C) used for the replacement will not be eq to foo.**

The rest of this section is included for applications wherein the |
editor is used to modify a data structure, and pointers into that
data structure are stored elsewhere. 1In these cases, the actual
mechanics of structure modification must be known in order to
predict the effect that various commands mav have on these outside
pointers. For example, if the value of FOO is cdr of the current
expression, what will the commands (2), (3), (2 XY 2), (-2 X Y z),
etc. do to foo?

*Some editor commands take as arguments a list of edit commands,
e.g. (LP F FOO (1 (CAR FOO))). 1In this case, the command

(1 (CAR FOO)) is not considered to have been "typed in" even
though the LP command itself may have been typed in. Similarly,
commands originating from macros, or commands given to the editor
as arguments to editf, editv, et al, e.g. EDITF(FOC F COND (N =--=))
are not considered typed 1in.

**The user can circumvent this by using the I command, which computes
the structure to be used. In the above example, the form of the
command would be (I 1 FOO), which would replace the first element
with the value of foo itself. See p. 9.70.



Deletion of the first element in the current exoression is
performed bv replacing it with the second element and deleting
the second element bv patching around it. Deletion of any
other element is done by patching around it, i.e., the previous
tail is altered. Thus if foo is eq to the current expression
which is (A B C D), and fie is cdr of foo, after executing

the command (1), foo will be (B C D) (which is egual but not
eq to fie). FHowever, under the same initial conditions,

after executing (2) fie will be unchanged, i.e., fie will still
be (B C D) even though the current expression and foo are now
(A C D).*

Both replacement and insertion are accomplished by smashing both
car and cdr of the corresponding tail. Thus, if foo were eq to
the current expression, (A B C D), after (1 X Y Z), foo would

be (X Y Z B C D). Similarly, if foo were eqg to the current
expression, (A B C D), then after (-1 X Y Z), foo would be
(XYzZapcDbi).

The N command is accomplished by smashing the last cdr of the
current expression a la nconc. Thus if foo were eq to anv

tail of the current expression, after executing an ¥ command,
the corresponding expressions would also appear at the end of

foo.

In summarv, the only situation in which an edit overation will
not change an external pointer occurs when the external pointer
is to a proper tail of the data structure, i.e., to cdr of some
node in the structure, and the operation is deletion. If all
external pointers are to elements of the structure, i.e., to
car of some node, or if only insertions, replacements, or
attachments are performed, the edit operation will always have
the same effect on an external pointer as it does on the current

expression.

* N qeneral solution of the problem just isn't possible, as it
would require being able to make two lists eq to each other that
werc'orianally different. Thus if fie is cdr of the current
expression, and fum is cddr of the current expression, performing
(2) would have to make fie be eg to fum if all subsequent opera-

tions were to update both fie and fum correctly. Think about it.
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The A,B,: Commands

In the (n), (n el’...,em), and (-n el,...,em) commands, the sign of
the integer is used to indicate the operation. As a result, there is
no direct way to express insertion after a particular element,
(hence the necessity for a separate N command). Similarly, the user
cannot specify deletion or replacement of the nth element from the
end of a list without first converting n to the corresponding
positive integer. Accordingly, we have:

(B e, ..., e ) inserts e;,..., e before the current
expression. Equivalent to UP followed by

("'1 ell LR RY) em)c

For example, to insert FOO before the last element in the current
expression, perform -1 and then (B FOO).

(a S TRRRTEN. inserts e,, ..., e after the current expres-
sion. Equivalent to UP followed by
(-2 €y ey ey) or (N ey, -+« € ) whichever

is appropriate.

(: el,...,em) replaces the current expression by €1 eoeyCp.

Equivalent to UP followed by (1 €1y ey )



DELETE or (:) deletes the current expression, or if the
current expression is a tail, deletes its
first element.

DELITE first tries to delete the current expression by performing
an UP and then a (l). This works in most cases. However, if
after performing UP, the new current expression contains only one
element, the command (1) will not work. Therefore, DELETE starts
over and performs a BK, followed by UP, followed by (2). For
example, if the current expression is (COND ((MEMB X Y)) (T Y)),
and the user performs -1, and then DELETLE, the BK-UP-(2) method

~1is used, and the new current expression will be ... ((MEMB X Y)))

However, if the next higher expression contains only one element,
BK will not work. So in this case, DELETE performs UP, followed
by (: NIL), i.e., it replaces the higher expression by NIL. For
example, if the current expression is (COND ((MFMB X Y)) (T Y))
and the user performs F MEMB and then DELFETE, the new current
expression will be ... NIL (T Y)) and the original expression
would now be (COND NIL (T Y)). The rationale behind this is
that deleting (MEMB X Y) from ((MEMB X Y)) changes a list of one
element to a list of no elements, i.e., () or NIL. DNote that 2
followed by DELETE would delete ((MEMB X Y)) not replace it by
NIL.

If the current expression is a tail, then B, A, and :
will work exactlv the same as though the current .expression were

the first element in that tail. Thus if the current expression
were ... (PRINT VY) (PRINT Z)), (B (PRINT X)) would insert
(PRINT X) before (PRINT Y), leaving the current expression

... (PRINT X) (PRINT V) (PRINT 2)).



The following forms of the A, B, and : commands incorporate a

location specification:
(INSERT €y, «++; €, BEFORE . @)t Similar to (LC . @)t followed by

(B el' ooo,em)o

* P
(PROG (& & ¥) **COMMENT** (SELECTQ ATM & NIL) (OR & &) (PRIN1T & T)
(PRINT & T) (SETO X & +++

*»{INSERT LABEL R¥FORF PRIN')

*P

(PROG (& & X) **COMMENT*x (SELECTQ ATM & NIL) (OR & &) LABEL (PRIN1T &

N

E ]
Current edit chain is not changed, but
unfind is set to the edit chain after the
B was performed, i.e.'\ will make the edit
chain be that chain where the insertion was
performed.

(INSERT €1peces 8y AFTER . @) similar to INSERT BEFORE except uses

A instead of B.
(INSERT €y see) € FOR . @) similar to INSERT BEFORE except uses

s for B.

fi.'e. @ is cdr [member [BEFORE; command] ]

*fexcept that if @ causes an error, the location process does not
continue as described on p. 9.33. For example if @=(COND 3) and
the next COND does not have a 3rd element, the search stops and the
INSERT fails. Note that the user can always write (LC COND 3)

if he intends the search to continue.

+++Sudden termination of output followed by an extra carriage return

indicates printing was aborted by control-E,
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(REPLACE @ WITH e ...,em)* Here @Mfis the segment of the command
between REPLACE and WITH. Same as

(INSERT €14+ s €y FOR . @).

Example: (REPLACE COND -1 WITH (T (RETURN L)))

(CHANGE @ TO el,...,em) Same as REPLACE WITH

(DELETE . @) does a (LC . @ftfollowed by DELETE.
Current edit chain is not changed,*
but unfind is set to the edit chain
after the DELETE was performed.

Example: (DELETE -1), (DELETE COND 3)

Note that if @ is NIL (emptv), thé corresponding operation is
performed here (on the current edit chain), e.g. (RFPLACL WITH (CAR X))
is equivalent to (: (CAR X)). For added readability, HERE is

also permitted, e.g. (INSERT (PRINT X) BEFORE HERE) will insert

(PRINT X) before the current expression (but not change the edit
chain).

Hote also that @ does not have to specify a location within the
current expression, i.e. it is perfectly legal to ascend to
INSERT, REPLACE, or DELETE. For example

(INSERT (RETURN) AFTER 4+ PROG -1) will go to the top, find the
first prog, and insert a (RETURN) at its end, and not change

the current edit chain.

TBY can be used for WITH,.

++
See ++, p. 9.46,

*Unless the current expression is no longer a part of the expres-—
sion being edited, e.g. if the current expression is ... C) and
the user Performs (DELETE 1), the tail, (C), will have been cut
off. Similarly, if the current expression is (CDR Y) and tle
user performs (REPLACE WITH (CAR X)). |
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Finally, the A, B, and : commands, (and consequently INSERT,
REPLACE, and CHANGE), all make special checks in e, thru e for
expressions of the form (## . coms). In this case, the expression
used for inserting or replacing is a copy of the current expression
after executing coms, a list of edit commands.* For example,
(INSERT (## F COND -1 -1) AFTER 3)** will make a copy of the

last form in the last clause of the next cond, and insert it

after the third element of the current expression.

*The execution of coms does not change the current edit chain.

**Jot (INSERT F COND -1 (## -1) AFTER 3), which inserts four elements
after the third element, namelv F, COND, -1, and a copy of the last
element in the current expression.



Form Oriented Editing and the Role of UP

The UP that is performed before A, B, and : commands,* makes
these operations form-oriented. For example, if the user types

F SETQ, and then DELETE, or simply (DELETE SETQ), he will delete
the entire SETQ expression, whereas (DELETE X) if X is a variable,
deletes just the variable X. In both cases, the operation is
pérformed on the corresponding form and in both cases is probably
what the user intended. Similarly, if the user types

(INSERT (RETURN Y) BEFORE SETQ), he mcans before the SETQ
expression, not before the atom SETQ.** A consequent of this pro-
cedure is that a pattern of the form (SETQ Y =--) can be viewed as
simply an elaboration and further refinement of the pattern SETQ.
Thus (INSERT (RETURN Y) BEFORE SETQ) and

(INSERT (RETURN Y) BEFORE (SETQ Y =--)) perform the same operation***
and, in fact, this is one of the motivations behind making the

current expression after F SETQ, and F (SETQ Y --) be the same.

Occasionally, however, a user may have a data structure in which
no special significance or meaning is attached to the position

of an atom in a list, as LISP attaches to atoms that appear as

car of a list,versus those appearing elsewhere in a list. 1In
general, the user may not even know whether a particular atom is

at the head of a list or not. Thus, when he writes

(INSERT expression AFTER FOO), he means after the atom FOO, whether

*and therefore in INSERT, CHANGE, REPLACE, and DELETE commands
after the location portion of the operation has been perforned.

**There is some ambiguity in (INSERT expr AFTER functionname), as
the user might mean make expr be the function's first argument.
Similarly, the user cannot write (REPLACE SETQ WITH SETQQ) mean-
ing change the name of the function. The user must in these cases
write (INSERT expr AFTER functionname 1), and
(REPLACE SETQ 1 WITH SETQQ).

***agsuming the next SETQ is of the form (SETQ Y -)).



or not it is car of a list. By setting the variable upfindflg to
NILt the user can suppress the implicit UP that follows searches
for atoms, and thus achieve the desired effect. With upfindflg=N71,
then following F FOO, for example, the current expression will be
the atom FOO. In this case, the A, B, and : operations will
operate with respect to the atom FOO. If the user intends the
operation to refer to the list which FOO heads, he simply uses
instead the pattern (FOO --).

+Initially, and usually, set to T.



Extract and Fmbed

Extraction involves replacing the current expression with one

of its subexpressions (from any depth).

(XTR . @) replaces the original current expression
with the expression that is current after

performing (LcL . @).%

For example, if the current expression is (COND ((NULL X) (PRINT Y))),
(XTR PRINT), or (XTR 2 2) will replace the cond by the print,

If the current expression after (LCL . @)
is a tatl of a higher expression, its
first element is used.

For example, if the current expression is
(COND ((NULL X) Y) (T Z)), then (XTR V¥) will replace the cond
with Y.

If the extracted expression is a list,
then after XTR has finished, the current

expression will be that list.

Thus, in the first example, the current expression after the XTR
would be (PRINT Y).

If the extracted expression is not a list,
the new current expression will be a tail
whose first element is that non-list.

Thus, in the second example, the current expression after the
XTR would be ... Y follcwed by whatever followed the COND.

1'See t++ p. 9.46,
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If the current expression inititally is a tail, extraction works
exactly the same as though the current expression were the first
element in that tail. Thus if the current expression is

... (COND ((NULL X) (PRINT Y))) (RETURN %)), then (XTR PRINT)
will replace the cond by the print, leaving (PRINT Y) as the

current expression.
The extract command can also incorporate a location specification.
(EXTRACT Q@ FROM . @Z)T Performs (LC . @zﬂ*and then
(XTR . @;). Current edit chain
is not changed, but unfind is set

to the edit chain after the XTR

was performed.

1

Example: If the current expression is

(PRINT (COND ((NULL X) Y¥Y) (T Z))) then following

(EXTRACT Y FROM COND), the current expression will be (PRINT Y).
(EXTRACT 2 -1 FROM ConD) , (EXTRACT Y FROM 2) , (EXTRACT 2 -1 FROM 2)
will all produce the same result.

+@1 is the segment between EXTRACT and FROM,.

++See t+, p. 9.46,
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While extracting replaces the current expression by a subexpression,
embedding replaces the current expression with one containing <t

as a subexpression.

T

(MBD X) x is a list, substitutes’' the current
expression for all instances of the
atom * in §,'and replaces the current
expression with the result of that

substitution.

Example: If the current expression is (PRINT Y),

(MPD (COND ((NULL X) *) ((MULL (CAR Y)) * (GO LP))) would
replace (PRINT Y) with

(COND ( (NULL X) (PRINT Y)) ((NULL (CAR Y)) (PRINT V) (GO LP))).

(MBD e

1 3 . *
e em) equivalent to (MBD (el seeo@p )) .

1

Cxample: If the current expression is (PRINT Y), then (MBD SETC X)
will replace it with (SETQ X (PRINT Y)).

(MBD x) x atomic, same as (MBD (x *)).

Example: If the current expression is (PRINT Y), (MBD RETURN)
will replace it with (RFETURN (PRINT Y)).

All three forms of MBD leave the edit chain so that the larger

expression is the new current expression.

If the current expression initially is a tail, embedding works
exactly the same as though the current expression were the first
element in that tail. Thus if the current expression were

«e. (PRINT Y) (PRINT 2)), (MBD SETQ X) would replace (PRINT Y)
with (SETQ X (PRINT Y)).

+ . . . . . .
a la subst, i.e., a fresh copy is used for eacu suwstitution.



The embed command can also incorporate a location svecification.

(EMBED a IN . x)+ does (L¢ . @Mand then (MBD . x). Edit
chain is not changed, buf unfind is set
to the edit chain after the MBD was
performed.

Example: (EMBED PRINT IN SETQ X), (EMBED 3 2 IN RETURN),
(EMBED COND 3 1 IN (OR * (NULL X))).

WITH can be used for IN, and SURROQUND can be used for EMBED,
e.g., (SURROUND NUMBERP WITH (AND * (MINUSP X))).

+@ is the segment between EMBED and IN.

*see ++, p. 9.46.
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The MOVE Command

The MOVE command allows the user to specifv (1) the expression

to be moved,

(2) the place it is to be moved to, and (3) the

operation to be performed there, e.g., insert it before, insert

it after, replace, etc.

D QA
(MOVE &

TO com . @Z)T where com is BEFORE, AFTER, or

the name of a list command, e.g., i, N, etc.
performs (ILC . @l)t+obtains the current
expression there (or its first element,

if it is a tail), let us call this expr;
MOVE then goes back to original edit chain,
performs (LC . @z)ﬁ'performs (com expr),*
then goes back to @1 and deletes expr. Edit
chain is not changed. Unfind is set to

edit chain after (com expr) was perforued.

For example, if the current expression is (A B C D),

(MOVE 2 TO AFTER 4) will make the new current expression be
(ACDB).

Note that 4 was executed as of the original edit

chain, and that the second element had not vet been removed.

tt

@l is the segment between MOVE and TO.

see +t+ p.

9.46,

*Setting an internal flaq so expr is not copied.
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As the following examples taken from actual editing will show,
the MOVE command is an extremely versatile and powerful feature
of the editor.

*?

(PROG ((L L)) (EDLOC (CDDR C)) (RETURN (CAR L)Y))
* (MQVE 3 T0 : CAR)

*?

(PROG ((L L)) (RETURN (EDLOC (CDDR c))))

»

%P

.eos (SELECTQ OBJPR & &) (RETURN &) LP2 (COND & &))
* (MOVE 2 TO N 1)

*P

ees (SELECTQ OBJPR & & &) LP2 (COND & 8))

* P
(OR (EQ X LASTAIL) (NCT %) (AND & & &))
* (MOVE 4 TO AFTER (BELOW COND))
* P
(OR (EQ X LASTAIL) (RQT R))
*\ P
" ... (& &) (AND & & &) (T & &))

*

* P

((NULL Xx) **COMMENT*x (CCND & &))

(-3 (GO DELETE)

* (MOVE &4 TO N (« PROG))

*P

{({NULL %) **COMM:NT*x (GO DELETE))

*\ P

(PROG (&) **COMMENT#*x (COND & & &) (COND & & &) (COND & &))
*»(INSERT DELETE REFORT -1)

*P

(PROG (&) **COMMENT** (COND & & &) (COND & & &) DELETE (COND & §8))
*



Note that in the last example, the user could have added the
performing (MOVE 4 TO N (« PROG) (M DELETE)). Similarly, in
the next example, in the course of specifying @2, the location
where the expression was to be moved to, the user also
performs a structure modification, via (N (T)), thus creating
the structure that will receive the expression being moved.

* P

((CDR &) **COMMENT=xx (SETQ CL &) (EDITSMASH CL & &))
* (MOVE o TO N % (¥ (7)) -1]

* P

((CDE &} *+COMMENT*x (SETQ CL &))

*\ P

* (T (EDITSMASH CL & 4&))
»*

If @2 is NIL, or (HERE), the current position specifies where
the operation is to take place. In this case, unfind is set
to where the expression that was moved was originally located,
i.e. @1. For example:

P

(TENTX )}

* (MOQVE + F ADPLY T N HERZ)
* P

(TENZX (LFPLY & &)

¥

* P
(PROG (& & & #Tw IND VAL) (OK & &) **COMMENT*x (OR & &) (PRINT § T)
PRINT & T)

(SETQ INDT

« (MOVE » T ®wgFOIF HERE)
* P 1_
(PROG (& & & aT¥ IND VALY (0R & &) (0K & &) (PRINT &

+Sudden termination of output followed by an extra carriage return
indicates printing was aborted by control-E. The * in

(MOVE * 7O BEFORE HERE) locates the comment, which is printed

as **COMMENT**, see p. 9.68..
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*P

(T (PRIN1 C~EXP T))

*(MOVE * BF PRIN' TO N HERE)

* P

(T (PRIN1 C-FEXP T) (PRINt1 & T))
o

Finally, if @1 is NIL, the MOVE command allows the user to )
specify some place the current expression is to be moved to.
In this case, the edit chain is changed, and is the chain
where the current expression was moved to; unfind is set to
where it was.

P

(SELECTQ OBJPR (&) (PROGN & 8))
*»(MOVE TO BEFORE LOOP)

*P

+es (SELECTQ OBJPR & &) LOOP (FRPLACA DFPRP &) (FRPLACD DFPRP
&) (SELECTQ
*



Commands That "Move Parentheses"

The commands presented in this section permit modification of
the list structure itself, as opposed to modifying components
thereof. Their effect can be described as inserting or
removing a single left or right parenthesis, or pair of left
and right parentheses. Of course, there will always be the
same number of left parentheses as right parentheses in any
list structure, since the parentheses are just a notational
guide to the structure provided by print. Thus, no command
can insert or remove just one parenthesis, but this is

suggestive of what actually happens.

In all six commands, n and m are used to specifv an element of
a list, usually of the current expression. In practice, n and
m are usually positive or negative integers with the obvious
interpretation. However, all six commands use the generalized
NTH command, p. 9.37, to find their element(s), so that nth
element means the first element of the tail found by performing
(NTH n). 1In other words, if the current expression is

(LIST (CAR X) (SETQ Y (CONS W Z)))., then

(BI 2 CONS), (BI X -1), and (BI X Z) all specifv the exact same

operation.

All six commands generate an error if the element is not found,
i.e. the NTH fails. All are undoable.

(BRI n m) both in, inserts a left parentheses before
the nth element and after the mth element
in the current expression. Generates an
error if the mth element is not contained
in the nth tail, i.e., the mth element
must be "to the right" of the nth element.

Example: If the current expression is (A B (C D E) F G), then
(BI 2 4) will modify it to be (A (B (C D E) F) G).



(BI n) same as (BI n n).

Example: If the current expression is (A B (C D E) F G), then
(BI -2) will modify it to be (A B (C D E) (F) G).

(BO n) both out. Removes both parentheses
from the nth element. Generates an error

if nth element is not a list.

Example: If the current expression is (A B (C D E) F G), then
(BO D) will modify it to be (A BCDE F G).

(LI n) left in, inserts a left parenthesis before
the nth element (and a matching right
parenthesis at the end of the current

expression), i.e. equivalent to (BI n -1).

Example: If the current expression is (A B (C D E) F G), then
(LI 2) will modify it to be (A (B (C D E) F G)).

(LO n) left out, removes a left parenthesis from
the nth element. All elements following
the nth element are deleted. Generates

an error if nth element is not a list.

Example: If the current expression is (A B (C D E) F G), then
(LO 3) will modify it to be (A B C D E).



(RI n m) right in, inserts a right parenthesis
after the mth element of the nth element.
The rest of the nth element is brought

up to the level of the current exvnression.

Example: If the current expression is (A (B C D E) F G), (RI 2 2)
will modifv it to be (A (B C) D E F G). Another way of thinking
about RI is to read it as "move the right parenthesis at the end

of the nth element 7 to after the mth element."”

(RO n) right out, removes the right parenthesis
from the nth element, moving it to the
end of the current expression. 211
elements following the nth element are
moved inside of the nth element. Gene-

rates an error if nth element is not a list.

Example: If the current expression is (A B (C D E) F G), (RO 3)
will modify it to be (A B (C D E F G)). Another way of thinking
about RO is to read it as "move the right parenthesis at the end

of the nth element out to the end of the current expression.”



TO and THRU

EXTRACT, EMBED, DELETE, REPLACE, and MOVE can be made to operate
on several contiguous elements, i.e., a segment of a list, by
using the TO or THRU command in their respective location
specifications.

(@1 THRU @2) does a (LC . @l), followed by an UP, and
then a (BI 1 @2), thereby grouping the
segment into a single element, and finally
does a 1, making the final current

expression be that element.

For example, if the current expression is
(A (B (CD) (E) (F G H) I)JK), following (C THRU G), the
current expression will be ((C D) (E) (F G H)). '

(Rl TO Q2) Same as THRU except last element not
included, i.e., after the BRI, an (RI 1 -2)

is performed.

If both @1 and @2 are numbers, and @2 is greater than @1, then

@2 counts from the beginning of the current expression, the same

as @1. 1In other words, if the current expression is (A B C D E F G),
(3 THRU 4) means (C THRU D), not (C THRU F). In this case, the

corresponding BI command is (BI 1 €2-@l+1l).



THRU to TO are not very useful commands by themselves, and are
not intended to be used "solo", but in conjunction with EXTRACT,
EMBED, DELETE, REPLACE, and MOVE. After THRU and TO have
operated, they set an internal editor flag informing the above
commands that the element Ehey are operating on is actually a
segment, and that the extra pair of parentheses should be

removed when the operation is complete. Thus:

* P
(PROG (4 & ATM IND VAL WORD) (PRINT & T) (PRIN1 & T) (SETQ IND &) (SETQ
VAL &) *»COMMENT*x (STTQQ

* {MOVE (3 THRU &) TO BEFQRE 7)

*P

(PROG (% & ATM IND VAL WORD) (SETQ IND &) (SETQ ViL &) (PRIN1T & T) (
PRINY & T) **xCOMMENTxx

*

* P

(* FAIL RETURN FROM %¥DITCOR, USER SHOULD NOTE THE VALUES OF SOURCEXPR ANT
CURRENTFOLIM, CURRTNTFORM IS THE LiST FORM IN SOURCEXPR WHICH WILL HAVE
BEEN TRANSTATED, »ND IT7 CRUSED WHE TREOR,)

*{DELETY (US¥R THRU CURERS%))

=CURRENITF RN,

* P

(* FAILY, RETURN FROM EDITOR, CURRENTFORM IS

*

* P

eee LP {SFLTZCTO & & & & HIL) (SETQ Y &) OUT (SETQ FLG &) (RETURN Y))
* (MOVE (1 70 OQUTY Tn ¥ HFEE]

* 2 .

ees CUT (3770 FLG &) (RETURN Y) LP (SELECTQ & & & & NIL) (SETQ Y &))

»*



*PP
[PROG (RF TEMP1 TEMP2)
(COND
((NOT (MEMB REMARG LISTING))
(SETQ TEMP1 (ASSOC REMARG NAMEDREMARKS))
(SETQ TEMP2 (CADR TEMP1))
(GO SKIP))
(T *xCOMMENT »*
(SETQ TEMP1 REMARG)))
(NCONC1 LISTING REMARG)
(COND
((NOT (SETQ TEMP2 (SASSOC

* (EXTRACT (SETQ THRU CADR) FROM COND)
* P

**COMMENT » %

(PROG (RF TEMP1 TEMP2) (SETQ TEMP1 &) **COMMENT** (SETQ TEMP2 &)

(NCONC1 LISTING REMARG) (COND & &

*

TO and THRU can also be used directly with xTR,T Thus in the

previous example, if the current expression had been the COND,

e.g. the user had first performed F COND, he could have used

(XTR (SETQ THRU capr)) to perform the extraction,

Because XTR involves a location specification while A,B,:, and

MBD do not.



(@1 TO), (@1 THRU) both same as (@1 THRU -1), i.e., from @1
thru the end of the list.

* P

(VALUE (RPLACA DFPEP &) (RPLACD &) (RPLACA VARSWORD &) (RETURN))
*{MOVFE (2 TO) TO N (& PROG))

*(N (GO VAR)Y)

* P

(VALUE (GT VAR))

*x P

(T =%*COMMENT** (COND &) **COMMENT#*» (EDITSMASH CL & &) (COND &))
*{~3 (GO RFPLACE)) :

*(MOVE (COND TO) TO N ¢ PROG (N REPLACE))

* P

(T **COMMENT** (GC REPLACE))

«\ P

(PROG (&) *%COMMENT=* (COND & & &) (CCND & & &) DELETE (COND & &)
REPLACE (COND &) **COMMENT** (EDITSMASH CL & &) (COND &))

N i

*PP
[LAMBDA (CLAUSALA X)
(PROG (A D)
(SETQ A CLAUSALA)
LP (COND
((NULL A)
(RETURN))
(SERCH X A)
(RUMARK (CDR A))
(NOTICECL (CAR R))
(SETQ A (CDR R))
(GO LP]
« (EXTRACT (SERCH THRU NOT¥) FROM PROG)
=NOTICECL
* P
(LAMBDA (CLAUSALA X) (SERCH X A) (RUMARK &) (NOTICECL &))
*x (EMBED (SERCH TQ) IN (MAP CLAUSALA (FUNCTION (LAMBDA (A) =]
PP
[LAMBDA (CLAUSALA X)
(MAP CLAUSALA (FUNCTION (LAMBDA (A)
(SERCH X A)
(RUMARK (CDR A))
(NOTICECL (CAR A]



(R x vy) replaces all instances of x by y in the
current expression, e.g., (R CAADR CADAR).
Generates an error if there is not a

least one instance.

The R command operates in conjunction with the search mechanism
of the editor. The search proceeds as described on pp.9.26-27,
and x can employ any of the patterns on pp.9.23-25. Each time x
matches an element of the structure, the element is replaced by
(a copy of) y; each time x matches a tail of the structure, the

tail is replaced by (a copy of ) y.

For example, if the current expression is (A (B C) (B . C)),
(R C D) will change it to (A (B D) (B . D)),

(R (... . C) D) to (A (BC) (B . D)),

(RC (DE) to (A (B (DE)) (BDE)), and

(R (¢e. « NIL) D) to (A (BC . D) (B . C) . D).

If x is an atom or string containing alt-modes, alt-modes appearing
in y stand for the characters matched by the corresponding

alt-mode in x. For example, (R FOO$ FIES) means for all atoms or
strings that begin with FOO, replace the characters 'FOO' by 'FIE',.
Applied to the list (FOO FO02 XFO0OOl), (R FOO$ FIES$) would produce
(FIE FIE2 XFOOl), and (R $FOO$ SFIES$) would produce (FIE FIE2 XFIEl).
Similarly, (R $D$ $AS$) will change'(LIST CADR X) (CADDR Y)) to

(LIST (CAAR X) (cAADR))TT,

.i.

The user will be informed of all such alt-mode replacements by a

message of the form x->y, e.g. CADR->CAAR.

If x matches a string, it will be replaced by a string. Note
that it does not matter whether x or y themselves are strings,
i.e. (R $DS$ $AS$), (R "S$DS$" $AS), (R $DS "SA$") and (R "S$DS" "S$AS")
are all equivalent. Note also that x will never match with a
number, i.e. (R $1 $2) will not change 11 to 12.

.i.

TTNote that CADDR was not changed to CAAAR, i.e. (R SD$ $AS) does
not mean replace every D with A, but replace the first D in every
atom or string by A. If the user wanted to replace every D by A,

he could perform (LP (R $D$ $AS)).

9.66 2/1/72



Note that the $ feature can be used to delete or add characters,
as well as replace them. For example, (R $1 $) will delete the
terminating 1's from all literal atoms and strings. Similarly,
if an alt-mode in x does not have a mate in y, the characters
matched by the $ are effectively deleted. For example, (R $/$ $)
will change AND/OR to anp. T y can also be a list containing alt-
modes, e.g. (R $1 (CAR $)) will change FOOl to (CAR FOO), FIEl

to (CAR FIE).

If x does not contain alt-modes,*+ $ appearing in y refers to the
entire expression matched by x, e.g. (R LONGATOM '$) changes
LONGATOM to 'LONGATOM, (R (SETQ X &) (PRINT $)) changes every
(SETQ X &) to (PRINT (SETQ X &)).

¥ . .
However, there is no similar operation for ch i

. ‘ : anging AND/OR to OR
since the f1r§t $ in zhalways corresponds to the first $ in x ’
the second $ in y to the second in x, etc. =

T*Ig x.is.a pattern containing an alt-mode pattern somewhere
wttﬁzn 1t, the characters matcined by the alt-modes are not
availa*le, and for the purposes of replacement, the effect is
Fhe same as though x did not contain any alt-modes. For exanmple
if the user types (R (CAR F$) (PRINT $)), the second $ will ’
refer to the entire expression matched by (CAR F$).
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Since (R $x$ $y$) is a frequently used operation for replacing

characters, the following command is provided:

(RC x y) equivalent to (R $x$ Sys$)

R and RC change all instances of x to Y. The commands Rl and
RC1l are available for changing just one, (i.e. the first) instance

of x to y.

(R1 x y) find the first instance of x and replace
it by y.

(RC1 x vy) (R1 $x$ $y$).

In addition, while R and RC only operate within the current
expression, Rl and RCl will continue searching, a la F
command, until they find an instance of x, even if the search
carries them beyond the current expression.

.66.2
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(SW n m) switches the nth and mth elements of
the current expression.

For example, if the current expression is

(LIST (CONS (CAR X) (CAR Y)) (CONS (CDR X) (CDR Y))),

(sw 2 3) will modifyv it to be

(LIST (CONS (CDR X) (CDR Y)) (CONS (CAR X) (CAR Y))). The
relative order of n and m is not important, i.e., (SW 3 2) and
(Sw 2 3) are equivalent.

SW uses the generalized NTH command to
find the nth and mth elements, a la the
BI-BO commands.

Thus in the previous example, (SW CAR CDR) would produce the
same result,



Commands That Print

PP prettyprints current expression.

P prints current expression as though

Ering}gygl were set to 2.

(P m) prints mth element of current expression as

though printlevel were set to 2.
(P 0) same as P

(P m n) prints mth element of current expression

as though printlevel were set to n.

(P 0 n) prints current expression as though

printlevel were set to n.

)

same as (P £ 100)

Both (P m) and (P m n) use the general NTH command to obtain
the corresponding element, so that m does not have to be a number,
e.g. (P coup 3) will work.

All printing functions print to the teletype, regardless of the
primary output file. MNo printing function ever changes the edit
chain. All record the current edit chain for use hy \P, p. 9.40
All can be aborted with Control-E. PP causes all comments to

be printed as **COMMENT**T (see p. 14.26). P and ? print as
**COMMENT** only those comments that are (top level) elements of

the current expression.++

+The command PP* can be used to prettyprint the current expression

including any comments. It is equivalent to PP, except it first
binds **comment**flg to NIL. See p. 14.26 for more details.

++Lower expressions are not seen; the printing command simply
sets printlevel and calls print. For thic reason, aborting a
print with control-D may leave printlevel set to a small number.

s o e o o it e s
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Commands That Evaluate

E only when typed in, *causes the editor

to call 11523 giving it the next input
as érgument.**

Example: *E BREAK(FIE FUM)
(FIE FUM)
*E (FOO)

(FIE BROKEN)

(E x) evaluates x, i.e., performs evallx], and

prints the result on the teletype.

(E x T) same as (E x) but does not print.

The (E x) and (E x T) commands are mainly intended for use by
macros and subroutine calls to the editor; the user would

probably type in a form for evaluation using the more convenient
format of the (atomic) E command.

*j.e. (INSERT D BEFORE E) will treat E as a pattern.

** lispx is used by evalqgt and break for processing teletype

inputs. If nothing else is typed on the same line, lispx
evaluates its argument. Otherwise, lispx applies it to the

next input. In both cases, lispx prints the result. See example,
and Sections 2 and 22.



(I ¢ X) eee xn) same as (c Yy - yn) where yi=eva1[xi].

Example: (I 3 (GETD (QUOTE FOO)) will replace the 3rd element
of the current expression with the definition of foo.*

(I N FOO (CAR FIE)) will attach the value of foo and car of
the value of fie to the end of the current expression.

(I F= FOO T) will search for an expression eq to the value of
foo.

If ¢ is not an atom, it is evaluated

as well.
Example: (I (COND ((NULL FLG) (QUOTE -1)) (T 1)) FrooO), if Elg
is NIL, inserts the value of foo before the first element of the
current expression, otherwise replaces the first element by the

value of foo.

##[com,;comy; ... jcom ] is an NLAMBDA, NOSPREAD function (not
a command). Its value is what the current
expression would be after executing the edit
commands COM; ... com starting from the
present edit chain. Generates an error if
any of comy thru Com = cause errors. The

current edit chain is never changed,*¥*

Example: (I R (QUOTE X) (## (CONS .. 2))) replaces all X's in
the current expression by the first cons containing a Z.

*The I command sets an internal flag to indicate to the structure
modification commands not to copy expression(s) when inserting,
replacing, or attaching.

**Recall that A,B,:,INSERT, REPLACE, and CHANGE make special checks
for ## forms in the expressions used for inserting or replacing,
and use a copy of ## form instead (see p.9.48). Thus,

(INSERT (#4 3 2) AFTER 1) is equivalent to
(I INSERT (COPY (##* 3 2)) (QUOTE AFTER) 1).



The I command is not very convenient for computing an entire
edit command for execution, since it computes the command name
and its arguments separately. Also, the I command cannot be
used to compute an atomic command. The following two commands
provide more general ways of computing commands.

(coms Xypeeep X)) Each x; is evaluated and its value

executed as a command.

For example, (COMS (COND (X (LIST 1 X)))) will replace the first
element of the current expression with the value of x if non-NIL,
otherwise do nothing.*

(coMsQ coml,...,comn) executes COmy, «+.p COM .
COMSO is mainly useful in conjunction with the COMS command.
For example, suppose the user wishes to compute an entire list
of commands for evaluation, as opposed to computing each
command one at a time as does the COMS command. He would then
write (COMS (CONS (QUOTE COMSQ) x)) where x computed the list
of commands, e.g.,

(CoMs (CONS (QUOTE COMSO) (GETP FOO (QUOTE COMMANDS)))).

*NIL as a command is a NOP, see p. 9.78.



Commands That Test

(IF x) generates an error unless the value of
eval[x] is true, i.e., if eval([x] causes
an error or eval[x]=NIL, IF will cause

an error.

For some editor commands, the occurrence of an error has a well
defined meaning, i.e., they use errors to branch on as cond
uses NIL and non-NKIIL.. For example, an error condition in a
location specification may simply mean "not this one, try the
next." Thus the location specification

(IPLUS (E (OR (NUMBERP (## 3)) (ERROR!)) T)) specifies the first
IPLUS whose second argument is a number. The IF command, by
equating NIL to error, provides a more natural way of
accomplishing the same result. Thus, an equivalent location

specification is (IPLUS (IF (NUMBERP (## 3)))).

The IF command can also be used to select between two alternate
lists of commands for execution.

(IF x coms | comsz) If evalix] is true, execute coms, ; if

eval([x] causes an error or is egual to
MIL, execute coms2.'r
For example, the command (IF (RFADP T) NIL (F)) will print the

current expression provided the input buffer is empty.

IF can also be written as

(IF x comsl) if evalx] is true, execute coms, ;

otherwise generate an error.

TThus IF is equivalent to (COMS (CONS (QUOTE COMSQ) (COND
((CAR (NLSETQ (EVAL X))) COMS1)
(T COMS2)))).



(LP . coms) repeatedly executes coms, a list of
commands, until an error occurs.

For example, (LP F PRINT (N T)) will attach a T at the end of
every print expression. (LP F PRINT (IF (## 3) NIL ((N T ))))
will attach a T at the end of each print expression which doc._

not already have a second argument,*

When an error occurs, LP nrints n

OCCURRENCES. where n is the number of

times coms was successfullv executed.

The edit chain is left as of the last

complete successful execution of coms.
(LPQ . coms) Same as LP but does not print

n OCCURRENCES.

In order to prevent non-terminating loops, both LP and LPQ
terminate when the number of iterations reaches maxloop,
initially set to 30.7 since the edit chain is left as of the
last successful completion of the loop, the

user can simply continue the LP command with REDO (Section 22).

*i.e. the form (## 3) will cause an error if the edit command 3
causes an error, thereby selecting ((N T)) as the list of commands
to be executed. The IF could also be written as
(IF (CDDR (##)) NIL ((N T))).

+maxlggg can also be set to NIL, which is equivalent to infinity.



(ORR comsl,...,comsn) ORR begins by executing coms,, a list of
commands. If no error occurs, ORR is
finished. Otherwise, ORR restores the
edit chain to its original value, and
continues by executing coms,, , etc. If
none of the command lists execute without
errors, i.e., the ORR "drops off the end",
ORR generates an error. Otherwise, the
edit chain is left as of the completion
of the first command list which executes

without an error.*

For example, (ORR (NX) (!NX) NIL) will perform a MNX, if possible,
otherwise a INX, if possible, otherwise do nothing. Similarly,
DELETE could be written as (ORR (UP (1)) (BK UP (2)) (UP (: NIL))).

* NIL as a command list is perfectly legal, and will alwavs
execute successfully. Thus, making the last 'argument' to ORR
be NIL will insure that the ORR never causes an error. Any
other atom is treated as (atom), i.e., the above example could
be written as (ORR NX I!NX NIL).
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Many of the more sophisticated branching commands in the editor,
such as ORR, IF, etc., are mbst often used in conjunction with
edit macros. The macro feature permits the user to define new
commands and thereby expand the editor's repertoire.* Macros

are defined by using the M command.

M c . coms) For ¢ an atom, M defines c as an atomic
command.** Fxecuting c is then the same

as executing the list of commands coms.

For example, (M BP BK UP P) will define BP as an atomic command
which does three things, a BK, an UP, and a P. llote that
macros can use commands defined hv macros as well as built in
commands in their definitions. For example, suppose Z is
defined by (M Z -1 (IF (READP T) NIL (P))), i.e. 2 does a -1,
and then if nothing has been typed, a P. Now we can define

7272 by (M 22 -1 7)), and 227 by (M 222 -1 -1 7) or (M 2722 -1 22Z).

Macros can also define list commands, i.e., commands that take

arguments.

M (c) (arql,...,argn) . coms) ¢ an atom. M defines ¢ as a
list command. Fxecuting (c €qp crerey)

is then performed bv substituting e, for

1
arql,...,en for arqn throuchout cors,

and then executing coms.

For example, we could define a more general RP by
(M (BP) (N) (RPE¥ M) UP P). Thus, (BP 3) would rerform (BK 3),
followed by an UP, followed by a P.

* However bhuilt in commands always take precedence over macros,
i.e., the editor's repertoire can be exvanded, but not modifiecd.

** If a macro is redefined, its new definition replaces its old.
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A list command can he defined via a macro so as to take a
fixed or indefinite number of 'arguments', i.e., be spread or
nospread. The form given alove specified a macro with a fixed
number of arguments, as indicated by its argument list. If
the 'argument list' is atomie, the command takes an indefinite

number of arguments.*

(M (c) args . coms) c, args both atoms, defines ¢ as

a list command. FExecutinag (c e ""en)

is performed bv substituting (el,...,en),

throughout coms, and then executing coms.
For example, the command 2ND, p. 9.35 , can be defined as a

macro by (M (2ND) X (ORR ((LC . X) (LC . X)))).

Note that for all editor commands, 'built in' commands as well

as commands defined by macros, atomic definitions and list defi-
nitions are completely independent. 1In other words, the exis-
tence of an atomic definition for ¢ in no way affects the treat-
ment of ¢ when it appears as car of a list command, and the
existence of a list definition for ¢ in no way affects the treat-
ment of ¢ when it appears as an atom. In particular, ¢ can bhe
used as the name of either an atomic command, or a list command,
or both. 1In the latter case, two entirelyv different definitions

can bhe used.

Mote also that once ¢ is defined as an atomic command via

a macro definition, it will. not bhe searched for when used in a
location specification, unless it is oreceded bv an F. Thus
(INSERT -- BEFORE BP) would not search for 2P, but instead
verform a F¥, an UP, and a P, and tlien do the insertion. The

Fa gy

corresnonding also holds true for list commands

.

* Mote parallelism to I'XPR's and IXPR*¥'sg.
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Occasionally, the user will’ want to employ the S command in a
macro to save some temporary result For example, the SW
command could be defined as

(M (8W) (N M) (NTI! N) (S FOO 1) MARLK g (NTH M) (S FIE 1)
(I 1 FOO) <+ (I 1 FIE))

Since SW sets foo and fie, using SW may have undesirahle side
effects, especially when the editor was called from deep in a
computation. Thus we must always be careful to make up unique
names for dummy variables used in edit macros, which is bother-
some. Furthermore, it would be impossible to define a command
that called itself recursively while setting free variables. The
BIND command solves both problems.

(BIND . coms) binds three dummy variahles #1, #2,
#3, (initialized to NIL), and then
executes the edit commands coms. lNote
that these bindings are only in effect
while the commands are being executed,
and that BIND can be used recursively:
it will rebind #1, #2, and #3 each time
it is invoked.++

Thus we could now write SW safelv as
(M (sW) (N M) (BIND (MTF M) (S #1 1) MARK Z (NTH M) (S #2 1)
(I 1 #1) «« (T 1 #2))).

command USERMACROS, p. 14,30, is available for dumping all or
selected user macros.

+A more elegant definition would be

(M (SW) (N M) (NTH N) MARK ﬂ (NTH M) (S FIE 1) (T 1 (## <« 1))
<+ (I 1 FIE)), but this would still use one free variahle.

++ BIND is implemented by (PROG (#1 #2 #3) (EDITCOMS (CDR COM)))

WherGCCMlcorresponds to the BIND command, and editcoms is an
internal editor function which executes a llst of commanas,
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Miscellaneous Commands

NIL unless preceded by F or BF, is always a
NOP. Thus extra right parentheses or
square brackets at the ends of commands

are ignored.

TTY: calls the editor recursively. The user
can then type in commands, and have them
executed. The TTY: command is completed
when the user exits from the lower editor.
(See OK and STOP below).

The TTY: command is extremely useful. It enables the user to set
up a complex operation, and perform interactive attention-changinc
commands part way through it. For example the command

(MOVE 3 TO AFTER COND 3 P TTY:) allows the user to interact, in
effect, within the MOVE command. Thus he can verify for himself
that the correct location has been found, or complete the
specification "by hand." In effect, TTY: says "I'll tell you

what you should do when you get there."

The TTY: command operates by printing TTY: and then calling the
editor. The initial edit chain in the lower editer is the one
that existed in the higher editor at the time the TTY: command
was entered. Until the user exits from the lower editor, any

attention changing commands he executes only affect the lowver
editor's edit chain.* When the TTY: command finishes, the lcwer
editor's edit chain becomes the edit chain of the higher editor.

*0f course, if the user performs any structure modification commands
while under a TTY: command, these will modify the structure in both
editors, since it is the same structure.



OK exits from the editor

STOP exits from the editor with an error.
Mainly for use in conjunction with TTY:
commands that the user wants to abort.

Since all of the commands in the editor are errorset protected, the
user must exit from the editor via a command.* STOP provides a
way of distinguishing between a successful and unsuccessful (from
the user's standpoint) editing session. For example, if the user
is executing (MOVE 3 TO AFTER COND TTY:), and he exits from the
lower editor with an OK, the MOVE command will then complete its
operation. If the user wants to abort the MOVE command, he must
make the TTY: command generate an error. He does this by exiting

from the lower editor with a STOP command. In tiiis case, the higher
editor's edit chaln 'l not be changed by the TTY: command.

SAVE exits from the editor and saves the 'state
of the edit' on the property list of the
function/variable being edited under the
property EDIT-SAVE. If the editor is called
again on the same structure, the editing is
effectively "continued," i.e., the edit
chain, mark list, value of unfind and undolst
are restored. o

For example:

*p

(NULL X)

* F COND P

(CoOND (& &) (T &))
SAVE

FOO

«EDIT (FOO)

EDIT

*p

(COND (& &) (T &))
C*N\ P

(NULL X)

*

tor by typing a control-D. STOP is preferred even if the user is

editing at the evalgt level, as it will perform the necessary
'wrapup' to insure that the changes made while editing will be
undoable (see Section 22).
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SAVE is necessary only if the user is editing many different
expressions; an exit from the editor via OK always saves the
state of the edit of that call to the editor.” Whenever the editor
is entered, it checks to see if it is editing the same expression
as the last one edited. In this case, it restores the mark list,
the undolst, and sets unfind to be the edit chain as of the
previous exit from the editor. For example:

<EDITF (FOO)

EDIT

*p

(LAMBDA (X) (PROG & & LP & & & &))
*P.

(COND & &)

*OK

FOO

+

. any number of evalgt inputs except for
. calls to the editor

«<EDITF (FOO)
EDIT

*p

(LAMBDA (X) (PROG & & LP & & & &))
x\ P

(COND & &)

*

Furthermore, as a result of the history feature (Section 22),

if the editor is called on the same expression within a certain
nunber of evalgt inputs,f*the state of the edit of that expression
is restored, regardless of how many other expressions may have

been edited in the meantime.

Ton the property list of the atom EDIT, under the property.name
LASTVALUE. OK also remprops EDIT-SAVE from the property list
of the function/variable being edited.

1""‘I‘Iamely, the size of the history list, initially 30, but it can
be increased by the user.



For example:

«EDITF (FOO)
EDIT
*

*P.
(COND (& &) (& &) (&) (T &))
*OK
FOO

-
. less than 30 evalgt inputs, including editing

+EDITF (FOO)

EDIT

*\ P

(COND (& &) (& &) (&) (T &))
*

Thus the user can always continue editing, including undoing

changes from a previous editing session, if
(1) No other expressions have been edited since that
session;+ oxr
(2) That session was‘sufficiently'recent; or

(3) It was ended with a SAVE command.

T since saving takes place at exit time, intervening calls that
were abhorted via control-D or exited via STOP will not affect
the editor's memory of this last session.



%% ,RAISE,LOWER,CAP Used for editing lower case comments.
See pp. 14.39-14.40.

REPACK Permits the 'editing' of an atom or string.

For example:

*p

«e. "THIS IS A LOGN STRING")

REPACK

*EDIT

P

(THIS% IS% A% LOGNS STRING)
*(SW G N)

*OK

"THIS IS A LONG STRING" t
*

REPACK operates by calling the editor recursively on unpack of

the current expression, or if it is a list, on unpack of its

first element., If the lower editor is exited successfully, i.e.
via OK as opposed to STOP, the list of atoms is made into a single
atom or string, which replaces the atom or string being 'repacked.'
The new atom or string is always printed.

(REPACK @) does (LC . @) followed by REPACK, e.q.
(REPACK THISS).

tNote that this could also have been accomplished by (R $GN$ $NGS)
or simply (RC GN NG).
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(: . x) X is the text of a comment. ; ascends
the- edit chain looking for a ‘'safe' place
to insert the comment, e.g., in a cond
clause, after a prog statement, etc., and
inserts (* %% . x) after that point, if
possible, otherwise before. For example,
if the current expression is (FACT (SUBLl N))
in

[COND
((ZEROP N) 1)
(T (ITIMES N (FACT (SUB1l NJ]

(; CALL FACT RECURSIVELY) would insert
(* $% CALL FACT RECURSIVELY) before the
itimes expression.+

; does not change the edit chain, but unfind
is set to where the comment was actually

inserted.

T1f inserted after the itimes, the comment would then be returned
as the value of the cond. However, if the cond was itself a prog
statement, and hence its value was not being used, the comment
could be (and would be) inserted after the itimes expression.

9.82.1
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UNDO

Each command that causes structure modification automatically adds
an entry to the front of undolst containing the information required
to restore all pointers that were changed by the command.

UNDO undoes the last, i.e. most recent, structure
modification command that has not yet been
undone,* and prints the name of that command,
e.g., MBD UNDONE. The edit chain is then
exactly what it was before the 'undone'
command had been performed.”If there are no
commands to undo, UNDO types NOTHING SAVED.

1UNDO undoes all modifications performed during
this editing session, i.e. this call to the
editor. As each command is undone, its
name is printed a la UNDO. If there is
nothing to be undone, !UNDO prints NOTHING
SAVED.

*Since UNDO and !'UNDO causes structure modification, they also add
an entry to undolst. However, UNDO and !UNDO entries are skipped
by UNDO, e.g., i1f the user performs an INSERT, and then an MBD, the
first UNDO will undo the MBD, and the second will undo the INSERT.
However, the user can also specify precise¢ly which commands he wants
undone by identifying the corresponding entry on the history list

as described in Chapter 22. In this case, he can undo an

UNDO cormanc, e.g. by typing UNDO UNDO, or undo a !UNDO command, Or
undo a command other than that most recently performed.

+Undoing an I commané will also undo side effects of the evaluation(s),
e.g. (I 3 (NCONC FOO FIE)) will not only restore the 3rd element

but also restore FOO. Similarly, undoing an S command will undo

the set.
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Whenever the user continues an editing session as described on
pages 9.79-9.81, the undo information of the previous session(s) is
protected by inserting a special blip, called an undo-block on the
front of undolst. This undo-block will terminate the operation of
a !UNDO, thereby confining its effect to the current session, and
will similarly prevent an UNDO command from operating on commands
executed in the pravious session.

Thus, if the user enters the editor continuing a session, and immed-
iately executes an UNDO or !UNDO, UNDO and !UNDO will type BLOCKED,
instead of NOTHING SAVED. Similarly, if the user executes several
commands and then undoes them all, either via several UNDO commands
or a !UNDO command, another UNDO or !UNDO will also type BLOCKED.

UNBLOCK removes an undo-block. If executed at a
non-blocked state, i.e. if UNDO or !UNDO
could operate, types NOT BLOCKED.

TEST adds an undo-block at the front of undolst.

Note that TEST together with !UNDO provide a 'tentative' mode for

editing, i.e. the user can perform a number of changes, and then
undo all of them with a single !UNDO command.
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Editdefault

Whenever a command is not recognized, i.e., is not 'built in'
or defined as a macro, the editor calls an internal function,

editdefault to determine what action to take. If a location

specification is being executed, an internal flag informs

editdefault to treat the command as though it had been preceded
by an F. “

Tf the command is a list command, an attempt is made to perform
spelling correction on car of the command* using editcomsl, a
list of all list edit commands.** If spelling correction is
successful,*** the correct command name is rplacaed into the
command, and the editor continues by executing the command. In
other words, if the user types (LP F PRINT (MBBD AND (NULL FLG))),
only one spelling corrections will be necessary to change MBBD to

MBD. 1If spelling correction is not successful, an error is
generated.

If the command given to editdefault is atomic, but was not typed

in directly, the procedure is similar to that of list commands,
namely to attempt spelling correction using editcomsa, a list of
command list that the atomic command came from, and then continue.
Thus (LP FF PRINT (MBD AND (NULL FLG))) will require only one
spelling correction to change FF to F.

* unless dwimflg=NIL. See section 17 for discussion of spelling
correction.

** When a macro is defined via the M command, the command name
is added to editcomsa or editcomsl, depending on whether it is

an atomic or list command. The prettydef command USERMACROS,
p. 14.30, is aware of this,

***1f the command was not typed in directly, the user will be
aske? to approve the correction. See section 17.
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If the command is atomic and typed in directly, the procedure
followed is a little more elaborate.

1) If the command is one of the list commands, i.e., a member
of editcomsl, and there is additional input on the same
teletype line, treat the entire line as a single list
command.t Thus, the user may omit parentheses for any list
command typed in at the top level (which is not also
an atomic command, e.g. NX, BKX). TFor example

*p

(COND (& &) (T &))
*¥XTR 3 2)

*MOVE TO AFTER LP
*

input is on the teletype line, an error is generated, e.q.

*p
(COND (& &) (T &))
*MOVE

MOVE ?
*

2) If the first character in the command is an 8, treat the 8
as a mistyped left parenthesis, and the rest of the line
as the arguments to the command, e.g.,

*p

(COND (& &) (T &))

8-2 (Y (RETURN 2)))

* P .

(COND (Y &) (& &) (T &))

t uses readline, p. 14.11. Thus the line can be terminated by
carriage return, right parenthesis or square bracket, or a list.



3) If the last character in the command is P, and the first
n-1 characters comprise the command «, 4, UP, NX, BK, .NX,
UNDO, REDO, or a number, assume that the user intended two
commands, e.9g.,

*p
(CoND (& &) (T &))
*ﬂP

=g P
(SETO X (COND & &))

4) Otherwise, spelling correct using editcomsa, and if successful,T

execute the corrected command.

5) Otherwise, if there is additional input on the same line,

spelling correct using editcomsl, e.q.,

*MBBD SETOQ X
=MBD

6) Otherwise, generate an error.

t No approval necessary since command was tvped in directly.



iEditor Functions

edite[expr;coms;atm] edits an expression. Its value is
the last elenment of
editl[list([expr];coms;atm]. Generates

an error if expr is not a list.

editl[1l;coms;atm;mess] - editl? is the editor. Its first argu-
rment is the edit chain, and its value
is an.edit chain, namely the value of

1 at the time editl is exited.¥*

coms is an optional list of commands.
For interactive editing, coms is NIL.
In this case, editl types LEDIT

and then waits for input from the tele-
type.”’Exit occurs only via an OK,

STOP, or SAVE command.,

If cons is not NIL, no message is

typed, and each member of coms is

treated as a command and executed.

If an error occurs in the execution of
one of the cornmands, no error message ic
printed, the rest of thu'commands are
ignored, and editl exits with an error,
i.e. the effect is the same as though

a S5TOP command had been executed. If
all commands execute successfully,

editl returns the current value of 1.

t+ edit~ell, not edit-one.

*1 is a srccvar, and so can be examined or set by edit commands.
For example, T is equivalent to (E (SETQ L(LAST L)) T)

**7f mess is not MIL, editl tvpes it instead of IDIT. For examnle, the

TTY: command is essentially (SETQ L (FDI™, L NIL NIL (QUOTE TTY:))).
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atm is optional. On calls from editf,
it is the name of the function being
edited; on calls from editv, the name
of the variable, and calls from editp,
the atom whose property list is being
edited. The property list of atm is
used by the SAVE command for saving
the state of the edit. Thus SAVE will
not save anything if atm=NIL i.e. when
editing arbitrary expressions via edite

or editl directly.
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editf [x] nlambda, nospread function for editing
a function. car[x] is the name of the
function, cdr[x] an optional list of
command%. For the rest of the dis-
cussion, fn is car([x], and coms is

cdrix].

The value of editf is fn.

(1) In the most common case, fn is an expr, and editf simply
performs putd[fn;edite[getd[fn]; coms;fn]].

(2) If fn is not an expr, but has an EXPR property, editf prints
PROP, and performs edite[getp[fn;EXPR];coms;fn]. When edite
returns, if the editing is not terminated by a sTOP,
editf does unsavedef[fn], printé UNSAVED, and then does
putd(fn; value-of-editel].

(3) If fn is neither an expr nor has an EXPR property, but its
top level value is a list, editf assumes the user meant to
call editv, prints =EDITV, calls editv and returns. Similarly,
if fn has a non-NIL property list, editf prints =ETITP, calls
editp and returns.

(4) If fn is neither a function, nor has an EXPR property, nor
a top level -value that is a list, nor a non-NIL property
list, editf attempts spelling correction using the spelling

list userwords,* and if successful, goes back to (1).

Otherwise, editf generates an fn NOT EDITABLE crror.

*Unless dwimflg=NIL. Spelling correction is via the functlon
mlsspelieH" 1f £n=NIL, misspelled? returns the last ,
'word' referenced, e.g. bv definea, editf, prettyprint etc. Thus
if the user deflnes foo and types editfl], the editor will assume

he meant foo, type =FOO, and then type EDIT. See Section 17.
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If editf ultimately succeeds in finding a function to edit, i.e.
does not exit by calling editv or editp, editf calls

the function addspell after editing has been completed.* Addspell
'notices' fn, i.e. sets lastword to fn, and adds fn to the

appropriate spelling lists. editf also calls newfile?, which
performs the updating for the file package as described on p. 14.41.

*Unless dwimflg=NIL. addspell is described in Section 17.



editv[editvx] nlambda, nospread function, similar
to editf, for editing values.
car[editvx] specifies the value,
cdrfeditvx] is an optional list of
commands .,

If car[editvx] is a list, it is evaluated and its value given to
edite, e.g. BDITV((CDR (ASSOC (QUOTE FOO0) DICTIONARY)))). In this

case, the value of editv is T.

However, in most cases, car[editvx] is a variable, e.g. EDITV (FOO);
and editv calls edite on the value of the variable.

If the value of carleditvx] is NOBIND, editv first attempts
spelling correction using the list userwords.* Then editv will
call edite on the value of car[editvx] (or the corrected spelling
thereof). Thus, if the value of foo is NIL, and the user performs
(EDITV FOO), no spelling correction will occur, since foo is the
name of a variable in the user's system,i.e. it has a value. How-
ever, edite will generate an error, since foo's value is not a list,
and hence not editable. If the user performs (EDITV FOOO), where
the value of fooo is NOBIND, and foo is on the user's spelling
list, the spelling corrector will correct FOOO to FOO. Then edite
will be called on the value of foo. Note that this may still

result in an error if the value of foo is not a list.

When (if) edite returns, editv sets the variable to the value

returned, and calls addspell and newfile?.

The value of editv is the name of the variable whose value was
edited.

*Unless dwimflg=NIL. Spelling correction is also performed it
car[editvx] is NIL, so that EDITV() will edit lastword.



editp[x]

nlamlbda, nospread function, similar

to editf for editing property lists.
If the property list of car[x] is

NIL, editp attempts spelling
correction using userwords. Then
‘editp calls edite on the propertv list
of car[x], (or the corrected spelling
thereof). When (if) edite returns,

editp rplacd's car([x] with the value

returned, and calls addspell.

The value of editg is the atom whose
property list was edited.



editfns[x] nlambda, nospread function, used to
perform the same editing operations
on several functions. carlx] is
evaluated to obtain a list of
functions. cdr([x] is a list of edit
commands. editfns maps down the
list of functions, prints the name of
each function, and calls the editor

(via editf) on that function.*

For example, EDITFNS (FOOFNS (R FIE FUM)) will change every FIE to
FUM in each of the functions on foofns.

The call to the editor is errorset
protected, so that if the editing
of one function causes an error,
editfns will proceed to the next
function.**

Thus in the above example, if one of the functions did not contain
a FIE, the R command would cause an error, but editing would
continue with the next function.

The value of editfns is NIL

*j.,e, the definition of editfns might be

(MAPC (EVAL (CAR X)) (FUNCTION (LAMBDA (Y)
(APPLY (QUOTE EDITF)
(CONS (PRINT Y T) (CDR X]

**In particular, if that function was being edited via its EXPR
provertv, it will not be unsaved. In other words, only those
functions for which the commands are successfully completed are
unsaved. Thus, in our example, only those functions which con-
tained a FIE, i.e. only those actually changed would be unsaved.
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editd4e[pat;x;changeflqg] is the pattern match routine. 1Its value
is T if pat-matches x. See pp. 9.24-25

for difinition of 'match’'.

1-

Note: Dbefore each search operatioﬁ in the editor begins, the entire

pattern is scanned for atoms or strings containing alt-modes. These

are replaced by patterns of the form

(CONS (QUOTE $) (UNPACK atom/string)) for 6a, and (CONS (QUOTE $3%)

(CONS (NCHARS atom/string)

(UNPACK atom/string))), for 6b.

+

Thus -

from the standpoint of editde, pattern type 6a is indicated by
car[pat] being the atom $§ ($ = alt-mode) and pattern type 6b by

car[pat] being the atom $S.

If the user wishes to call editde directly, he must therefore

convert any patterns which contain atoms or strings ending in

alt-modes to the form recognized by editd4e. This can be done via

the function editfgat.

editfpat[pat;£flqg]

editfindp[x;pat;flqg]

makes a copy of pat with all patterns
of type 6 converted to trhe form
expected by editde.tt.

allows a program to use the edit find
command as a pure predicate from out-
side the editor. X is an expression,
pat a pattern. The value of
editfindp is T if the command F pat
would succeed, NIL otherwise.
editfindp calls editfpat to convert
pat to the form expected by editde,
unless flg=T. Thus, if the program
is applying editfindp to several dif-
ferent expressions using the same
pattern, it will be more efficient

to call editfpat once, and then call
editfindp with the converted pattern
and flg=T.

‘+changeflg is for internal use by the editor.

1T

In latter case, atom/string corresponds to the atom or string up

to but not including the final two-alt-modes. 1In both cases,

dunpack is used wherever possible.
flg=T is used for internal use by the editor.
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esubst[x;y;z;errorflg;charflg] equivalent to performing (R y x)Jr
with z as the current expression, i.e.
the order of arguments is the same as
for subst. Note that y and/or x can

-.employ alt-modes. The value of esubst
is the modified z. Generates an
error* if y not found in z. If
g££9£££g=T, also prints an error

message of the form y 2.

esubst is always undoable.

et i e . s

changename [fn; from; to] replaces all occurrences of from hv
to in the definition of fn. If fn is
an expr, changename performs

nlsetalesubst[to; from;getd [fn]]]. If

fn is compiled, changename searches

the literals of fn (and all of its
compiler generated subfunctions), re-
r»lacing each occurrence of from with

to.**

The value of changename is fn if at

least one instance ot from was found,

otherwise NIL.

changename is used by break and advise for changing calls to fnl to

calls to fnl-IN-fn2.

unless charflg=T, in which case it is equivalent to (RC y x) -

see p. 92.066-67.
*of the tvpe that never causes a break.

**wWill succeed even if from is called from fn via a linked call.
N N _—— . s . -
In this case, the call will also be relinked to call to instead,.
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editracefn[com]

E

B

.jé'ajgilable to help the user debug
complex edit macros, or subroutine
calls to the editor.

If the Qalue of editracefn is TRACE,

whenever a command is executed that

f§as not~typed in by the user, the

name of the command and the current
expression are printed. If
ggiggggg§3=BREAK, the same information
is printed, and the editor goes into

a break. The user can then examine
the state of the editor. For all
other non=-NIL values of gditracggg,

e e v, ctm o

editracefn is called giving it the

command as its argument.

editracefn is initially NIL.
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17 CLOSER, OPENR

CONO F W+

Atom Manipulation

The term 'print name' (of an atom) in LISP 1.5 referred to the
characters that were output whenever the atom was printed. Since
these characters were stored on the atom's property list under
the property PNAME, pname was used interchangeably with 'print
name'. In BBN-LISP, all pointers have pnames, although only
literal atoms and strings have their pname explicitly stored.

The pname of a pointer is those characters that are output when
the pointer is printed using prinl,

e.g. the pname of the atom ABC% (DT consists of the five characters
ABC(D. The pname of the list (A B C) consists of the seven

characters (A B C) (two of thé characters are spaces).

Sometimes we will have occasion to refer to the prin2-pname.

The prin2-pname are those characters output when the corresponding
pointer is printed using prini.

Thus the prin2-pname of the atom ABC% (D is the six characters

"ABC% (D,. Note that the pname of numbers depends on the setting

of radix.

T % is tne escape character. See sections 2 and 14.
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pack [x] If x is a list of atoms, the value
of pack is a single atom whose

pname is the concatenation of the
E;;;;s of the atoms in x, e.g.
pack [ (A BC DEF G)]=ABCDEFG

Although x is usually a list of

atoms, it can be a list of arbit-
rary LISP pointers. The value of
pack is still a single atom whose

pname is the same as the concate-
nation of the pnames of all the

pointers in xX. e.g.

pack[(1 "3.4" 5)] = 13.45,

a floating point number

pack[ (A (B C) D)] = A%(B% C%)D,
In other words, mapc(x;prinl] and
prinl[pack[x]] produce exactly the
same output. 1In fact, pack actually
operates by calling prinl to convert

the pointers to a stream of charac-
ters (without printing) and then
makes an atom out of the result.

Note however that atoms are restricted
" to < 99 characters. Attempting to

create a larger atom either via pack

or by typing one in (or reading from

a file) will cause an error.
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unpack [x:f1g] The value of unpack is the pname of
X as a list of characters (atoms) *

e.g.
unpack|[ABC] = (A B C)

unpack ["ABC (D"] = (A B C %( D)
In other words prinl([x] and
mapc [unpack [x] ;prinl] produce the
same output., If flg=T, the
prin2-pname of x is used, e.qg.
unpack ["ABC (D" ; Tl=
(" A BC %(D 3" )

Note that unpack performs n conses,
where n is the number of characters

in the pname of x.

dunpack [x;scratchlist; flgl a destructive unpack that uses
scratchlist to make a list equal to

unpack[x;flg]l. If the p-name is too

long to fit in scratchlist, dunpack

returns unpack([x;flgl. Gives error
if scratchlist is not a list.

nchars [x] number of characters in pname of x3**

*There are no special 'character-atoms' in BBN-LISP, i.e. an atom
consisting of a single character is the same as any other atom,

**noth nthchar and nchars work much faster on objects that
actually have an internal representation of their pname, i.e.
literal atoms and strings, as they do not have to simulate
printing.
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nthchar[x;n] Value is nth character of pname of X.
Fquivalent to car[nth[unpack([x];n]]
but faster and does no conses, n
can be negative, in which case counts
from end of pname, e.g. -1 refers
to last character, -2 the next to
last, etc. 1If n is greater than the
number of characters in the pname,
or less than minus that number, or

0, value is NIL.

chcon[x;flg] returns the pname of x as a list of

(ASCII) character codes, i.e. numbers,
e.g. chcon[FOO] = (70 79 79). 1If

flg=t, the prin2-pname is used.

chconl [x] returns character code of first

character of pname o©of x e.qg.

chconl[FOO] = 70. Thus

chconx] = mapcar [unpack [x] ;chconl]
dchcon [x;scratchlist; £1g] similar to dunpack
character [n] n is an ASCII character code. Value is

the atom having the corresponding single
character as its pname* e.qg.
character[70] = F. ‘'hus,

unpack [x]=mapcar [chcon[x] ;character]

*See footnote p. 10.3.
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gensym[]

Génerates a new atom of the form -
Annnn, in which each of the n's is
replaced by a digit. Thus, the first
one génerated is A0001, the second '
A0002, etc. This is a way of generat-
ing new atoms for various uses within
the system. The value of gennum,
initially 10000, determines the next

gensym, e.g. if gennum is set to 10023,
gensym[]=A0024.

The term gensym is also used to indicate an atom that was pro-
duced by the function gensym.

mapatoms [fn]

Applies fn to every literal atom in

the system, e.q.

mapatoms [ (LAMBDA (X) (AND (SUBRP X)
(PRINT X)))]

will print every subr. Value is NIL.
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String Functions

stringp [x]

strequal {x;v]

mkstring [x]

rstring/(]

substring[x;n;m]

Is x if x is a string, NIL otherwise.
Note: if x is a string, nlistp[x] is
T, but atom[x] is NIL.

Is x if x and y are both strings and
equal. equal uses strequal. Note that

strings may be equal without being eg.

Value is string corresponding to

prinl of x.

Reads a string - see Section l4.

Value is substring of x consisting of
the nth thru mth characters of x. If
m is NIL, the substring is the nth
character of x thru the end of x. n
and m can be negative numbers, a la
nthchar, p. 10.4, i.e.
equal[substring(x;1;-1}:;x] is T.
Returns NIL if the substring is not well
defined, e.g. n or m > nchars[x] or

< minus[nchars[x]] or n is to the
right of m in x. If X is not a string,
equivalent to

substring [nkstring[x];n;m], except

does not have to actually make a string
if x is a literal atom. (See next

section on string storage).
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gnc [x]

glc(x]

concat[xl;xz;...;xn]

rplstring(x;n;y] -

get next character of string x.

. Returns the next character of the

string, (as an atom), and removes
the character from the string.
Returns NIL if x is the null string.
If x isn't a string, a string is
made. Used for sequential access to

characters of a string.

Note that if x is a substring of y
gnc[x] does not remove the character
from y, i.e. gnc doesn't physically
change the string of characters, just

“the pointer and the byte count.*

gets last character of string x.
Above remarks about gnc also apply

to glc.

lambda nospread function.
Concatenates (copies of) any number

of strings. The arguments are trans-
formed to strings if they aren't
strings. Value is the new string, e.g.

concat["ABC";DEF;"GHI“] = "ABCDLFGEI"
The value of concat[] is the null
string, "".

Replace characters of string x begin-
ning at character n with string y.
n may be positive or negative. ; and
Y are converted to strings if th;§

aren't already. Characters are smashed

*See string storage section that follows.
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into (converted) x. Returns new Xx.
Error if the new string would be
longer than the original.* Note
that if x is a substring of z, z will
also be modified by the action of

rplstring.

mkatom[x] Creates an atom whose pname is the
same as that of the string x or if
X isn't a string, the same as that
of mkstring[x], e.g. mkatom[(A B C)]
is the atom % (A% B% C%). If atom
would have > 99 characters, causes an

error.

Searching Strings

strpos is a function for searching one string looking for another.
Roughly it corresponds to member, except that it returns a
character position number instead of a tail. This number can then

be given to substring or utilized in other calls to strpos.

strpos[x;y;start;skip;anchor;taill]

x and y are both strings (or else they

are converted automatically). Searches

g;beginning at character number start,

(or else 1 if start is NIL) and looks

for a sequence of characters equal to

X. If a match is found, the corres-

ponding character position is returned,

otherwise NIL.

e.g. strpos["ABC","XYZABCDEF"]=4
strpos["ABC","XYZABCDEF" ; 5] =NIL
strpos["ABC", "XYZABCDEFABC" ;5]1=10

*If y was not a string, x will already have been partially modified
- since rplstring does not know whether y will 'fit' without actually
attempting the transfer. '
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skip can be used to specify a charac-
ter in x that matches any character in
Y, €.9.

strpos ["A&C&" ; "XYZABCDEF" ;NIL; &] =4

If anchor is T, strpos compares X with
the characters beginning at position
start, or 1. If that comparison fails,
strEos returns NIL without searching
any further down y. Thus it can be used
to compare one string with some portion
of another string, e.g.

strpos ["ABC" ; "XYZABCDEF " ;NIL;NIL; T]=NIL
strpos ["ABC"; "XYZABCDEF" ;4;NIL;T]=4

Finally, if tail is T, the value return-
ed if successful is not the starting
position of the sequence of characters
corresponding to x, but the position of
the first character after that, i.e.
starting point plus nchars[x] e.qg.

Strpos["ABC";"XYZABCDETABC";NIL;NIL;NIL;T]=7

Note that strpos["A";"A";NIL;NIL;NIL;T]=2
Example Problem

Given the strings x, y, and z, write a function foo that will make
a string corresponding to that portion of x between y and z,

e.g. foo["Now IS THE TIME FOR ALL GOODL MEN" "If" "FOR"] ig
" THE TIME ".

(FOO
CLAMBDA (X Y Z)
(AND (SETQ Y (STRPOS Y X NIL NIL NIL T))
(SETQ Z (STRPOS Z X Y))
(SUBSTRING X Y (SUB1 ZW
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String Storage

A string is stored in 2 parts; the characters of the string, and

a pointer to the characters. The pointer, or 'string pointer’,
indicates the byte at which the string begins and the length of the
string. It occupies one word of storége. The characters of the

string are stored in a portion of the LISP address space devoted
exclusively to storing characters, five characters to a word.

Since the internal pname of literal atoms also consists of a pointer
to the beginning of a string of characters and a byte count, con-
version between literal atoms and strings does not require any ad-
ditional storage for the characters of the pname, although one

cell is required for the string pointer.*

When the conversion is done internally, e.g. as in substring or
strpos, no additional storage is required for using literal atoms

instead of strings.

The use of storage by the basic string functions is given below:

mkstring [x] X string no space

X literal atom new pointer

other new characters and pointer
substring[x;n;m] X string new pointer

X literal atcm new pointer

.other new characters and pointer

*Except when the string is to be smashed by rplstring. 1In this
case, its characters must be copied to avoid smashing the pname

of an atom, rplstring automatically performs this operation.
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gnclx);alclx] X string

other
concat(x ...z]

args any type

rplstring[x;n;y] x string

X other

y any type

10,11

no space, pointer is modified
like mkstring, but doesn't make
much sense

new characters for whole new

string, one new pointer

no new space unless characters
are in pname space (as result
of mkstringlatom]) in which case
X is quietly copied to string

space

new pointer and characters

type of y doesn't matter



Array Functions

Space for arrays and compiled code are both allocated out of a
common array Space. Arrays of pointers and unboxed integers
may be manipulated by the following functions:

arrav([n;o;v] +his function allocateé a wlock of
n+2 words, of which the first two
are header information. “he next
p<n are cells which will contain
unboxed integers, and are initialized
to unhoxed #. The last n-n>% cells
will contain pointers initialized with
v, i.e., both car and cdr are avail-
able for storing informatior, and
cach initially contain v. If » is NIL,
# is used (i.e., an array containing
all LISP pointers). The value
of array is the arrav, also called an
arrav wointer. If sufficient space is
not availa®le for the arrav, a garhage
collection of arrav swvace, CC: 1, is
initiated. If this is unsuccessful
in obtaining sufficient space, an

error is generated

Array-pointers print as #rn, where n ie the cctal representation
of the pointer. Vote that 4w will te reod as an atom, and wnot
an array pointer.

arravsizela] Returns the size of array a. Generates

an error if a is not an array.

arrayp [x] Value is x if x is an array pointer
otherwise NIL. No check is made to
ensure that X actually addresses the

beginning of an array.
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elt[a;n]

setala;n;v]

Note that seta and elt are

eltd[a:n]

setd{a;n;v]

. Value is nth element of the array a *
"elt generates an error if a is not the

.beginning of an array.** If n corres-

ponds t06 the unboxed region of a, the

value of elt is the full 36 bit word,
-as a boxed integer., If n corresponds
.to the pointer region of a, the value

of elt is the car half of the corres-
ponding element.

sets the nth element of the array a.
Generates an error if a is not the be-
ginning of an array. If n corresponds
to the unboxed region of a, v must be

a number, and is unboxed and stored as
a full 36 bit word into the nth element
of a. If n corresponds to the pointer
region of a, v replaces the car half of
the nth element.

The value of seta is V.

always inverse overations.

but returns cdr half of nth element, if

n corresponds to the pointer region of a.

same as seta for unboxed region of a,

but sets cdr half of nth element, if

'3

corresponds to the pointer region of

'

The value of gsgg is V.

In other words, eltd and setd are always inverse operations.

*elt[a;l] is the first element of the array (actually corres-
ponds to the 3rd cell because of the 2 word header).

**arrayp is true for pointers into the middle of arrays, but elt
and seta must be given a pointer to the beginning of an array,

i.e., a value of array.
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Storage Functions

reclaim[n] Initiates a garbage collection of

type n. Value of reclaim is number

of words available (for that type)
after the collection.

Garbage collections, whether invoked directly by the user or

indirectly by need for storage, do not confine their activity

solely to the data type for which they were called, but auto-

matically collect some or all of the other types.

ntyp [x] Value is type number for the data
type of LISP pointer x, e.g.
ntypl[(2 . B)] is 8, the type number
for lists. Thus GC: 8 indicates a

garbage collection of list words.

type - number

arrays, compiled code 1
stack positions 2
list words 8
atoms 12
floating point numbers 16
large integers 18
small integers 20
string pointers 24
pname storage 28
string storage 30

typep[x;n] eqntyp [x] ;1]

gcgag [messagel message is a string or atom to be

. printed (using prinl) wherever a
garbage collection is begun. If
message=T, its standard setting, GC:
is printed, followed by the type number.
When the garbage collection is complete,
two numbers will be printed out: the
number of words collected for that
type, and the total number of words
available for that type, i.e. allocated
but not necessarily currently in use

(see minfs bhelow).
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Example:

«RECLAIM(18)

GCs 18

Sil, 3871 FREE WORDS
3071

~«RECLAIM(12)

GC: 12
1020, 1020 FREE WORDS
1020

If message=NIL, no garbage collection
message is printed, either on entering
or leaving the garbage collector.
Value of gcgag is old setting.

[n;typl Sets the minimum amount of free
storage which will be maintained by
the garbage collector for data types
of type number typ. If, after any
garbage collection for that type,
fewer than n free words are present,
sufficient storage will be added (in

512 word chunks) to raise the level
to n,

If typ=NIL, 8 is used, i.e. minfs
refers to list words.

If n=NIL, ﬂi&gi returns the current
minfs setting for the corresponding
type.

10.15
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A minfs setting can also be changed dynamically, even during a

garbage collection, by typing control-S followed by a number, followed
by a period.* If the control-S was typed during a garbage collection,
the number is the new EEEEE setting for the type being collected,
otherwise for type 8, i.e. list words.

Note: A garbage collection of a 'related' type may also cause
more storage to be assigned to that type. See discussion of
garbage collector algorithm, Section 3.

,storage[flg] Prints amount of storage (by type

number) used by and assigned to the
user, e.dg.

~STORAGE)

TYPE USED ASSIGNED
1 80072 87552
8 7970 9216
12 7032 7680
16 2 512

18 1124 2560
24 118 512

28 4226 4608
30 573 19024
sSuM 101115 113664

If £1g=T, includes storage used by
and assigned to the system. Value
is NIL.

fWhen the control-S is typed, LISP immediately clears and saves the
input buffer, rings the bell, and waits for input, which is termi-
nated by any non-number. The input buffer is then restored and

the program continues. If the input was terminated by other than
a period, the whole interaction is ignored.

10.16
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gctrp[n] garbage collection trap. Causes a (simu-
lated) control-H interrupt when the number
of free list words (type 8) remaining
equals n, i.e. when a garbage collection
would occur in n more conses. The message
GCTRP is printed, the function interrupt
(Section 16) is called, and a break occurs.
Note that by advising (Section 19) interrupt
the user can program the handling of a gctrp
instead of going irto a break.

Value of gctrp is its last setting.

gctrp[-1] will 'disable' a previous gctrp
since there are never -1 free list words.
gctrp is initialized this way.

gctrpl[]l is number of list words left, i.e.
nunmber of conses until next type 8 garbage
collection, see p. 21.4.

conscount[] Value is number of conses since LISP
started up. If given a number, resets

conscount to that number.

closer[a;x] Stores x into memory location a. Both x

and a must be numbers.

openr [a] Value is number in memory location a,

i.e. boxed.

+For gctrp interrupts, interrupt is called with intype (its third
argument) equal to 3. If the user does not want to go into a break,
the advice should still allow interrupt to be entered, but first set
intype to -=1. This will cause interrupt to "quietly" go away by
Calling the function that was interrupted. The advice should not

exit interrupt via return, as in this case the function that was about
to be called when the interrupt occurred would not be called.
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SECTION XTI

FUNCTIONS WITH FUNCTIONAL ARGUMENTS

Contentq

FUNCTION, MAP, MAPC, MAPLIST, MAPCAR,
MAPCON, MAPCONC, MAP2C, MAP2CAR,
MAPRINT, MAPDL, SEARCHPDL, MAPATOMS,
EVERY, SOME, NOTEVERY, NOTANY, FUNARG

(S IRV, I iy )

As in all LISP 1.5 Systems, arguments can be passed which can

then be used as functions. However, since car of a form is

never evaluated, apply or apply* must be used to call the function
specified by the value of the functional argument.

Functions which use functional arguments should use variables
with obscure names to avoid possible conflict with variables
that are vsed by the functional argument. For example, all
system functions standardly use variable names consisting of
the function name concatenated with x or fn, e.g. mapx. Note
that by specifying the free variables used in a functional

BBN-LISP I'UNARG feature, the user can bie sure of no clash.

function[x;y] is an nlambda function. If y=N1L,
the value of function is x,

i.e., function is identical to

gquote, for example

(MAPC LST (FUNCTION PRINT)) will

cause mapc to be called with

two arguments, the value of lst

and PRINT. Similarly,

(MAPCAR LST (FUNCTION (LAMBDA (Z)
(LIST (CAR 2)))))

will cause mapcar to be called

with the value of lst and

11.1
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map [mapx;mapfnl;mapfn2]

(LAMBDA (2) (LIST CAR Z))).

When compiled, function will
cause code to be compiled for

x; quote will not. Thus

(MAPCAR LST (QUOTE (LAMBDA --)))
will cause mapcar to be called
with the value of lst and the
expression (LAMBDA --). The
functional argument will there-
fore still be interpreted. The
corresponding expression using
function will cause a dummy
function to be created with
definition (LAMBDA --), and then
compiled. mapcar would then be
called with the value of 1lst and
the name of the dummy function.
See p. 18.16.

If y is not NIL, it is a list of
variables that are (presumably) used
freely by x. In this case, the value of
function is an expression of the

form (FUNARG x array), where

array contains the variakble

bindings for those variables on y.

Funarg is described on pp. 11.6-11.7.

If mapfn2 is NIL this function
applies the function mapfnl to
successive tails of the list mapx.
That is, first it computes

mapfnl [mapx], and then

mapfnl [cdr[mapx]], etc., until
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mapc [mapx;mapfnl;mapfn2]

maplist [mapx;mapfnl;mapfn2]

mapcar [mapx;mapfnl;mapfn2]

*i.e.,

becomes a non-list.

mapx is exhausted.* If mapfn2
is provided, mapfn2[mapx] is used
instead of cdr([mapx] for the next

call for mapfnl, e.g., if mapfn2
were cddr, alternate elements of

the list would be skipped.

The value of map is NIL.

Identical to map, except that
mapfnl[car[mapx]] is computed each
time instead of mapfnl[mapx],
i.e., mapc works on elements, map
on tails. The value of mapc is
NIL.

computes successively the same
values that map would compute;
and returns a list consisting of

those successive values.

computes the same values that

mapc would compute, and returns

~a list consisting of those values.

e.g. mapcar[x;FNTYP] is a list of
fntzgs for each element on x.
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mav:con [mapx;mapfnl;mapfn2] Computes the same values as map and
maElisE, but nconcs these values to
form a list which it returns.

mapconc [mapx;mapfnl;mapfn2] Computes the same values as mapc and
mapcar, but nconcs the values to form
a list which it returns.

Note that mapcar creates a new list which is a mapping of the old
list in that each element of the new list is the result of applying
a function to the corresponding element on the original list.
mapconc is used when there are a variable number of elements
(including none) to be inserted at each iteration. e.g.
mapconc ;X; (LAMBDA (Y) (AND Y (LIST Y¥)))] will make a list consist-
ing of x with all NILs removed,

mapconc [X; (LAMBDA (y) (AND (LISTP Y) Y))] will make a linear list
consisting of all the lists on x, e.g. it applied to

((A By C (DEF) (G) HI) will yield (A BDEF G).*

map2c [mapx;mapy;mapfnl;mapfn2] Identical to mapc except mapfnl
is a function of two arguments, and
mapfnl [car[mapx] ;car[mapy]] is computed
each time.** Terminates when either

mapx or mapy are exhausted.

map2car [mapx ;mapy ;mapfnl;mapfn2] Identical to mapcar except mapfnl
is a function of two arguments and
mapfnl[car[mapx];car[mapyl] is used to
assemble the new list. Terminates

when either mapx or mapy is exhausted.

*Note that since mapconc uses nconc to string the corresponding
lists together, In this example, the original list will be
clobbered, i.e. it would now be ((A BDE F G) C (DEF G) (G) H I).
If this is an undesirable side effect, the functional argument to

mapconc should return instead a top level copy, e.g. in this case,
use (AND (LISTP Y) (APPEND Y))).

**mapfn2 is still a function of one argument, and is applied twice
on each iteration; mapfn2[mapx] gives the new mapx, mapfn2[mapy]
the new mapy. cdr is used if mapfn2 is not supplied, i.e., is NIL.
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maprint([lst;file;left;right;sep;pfn;lispxprintflg] is a general print-

Mapdl,searchpdl
mapatoms

every,some,notevery,notany

ing function. It cycles through 1lst
applying pfn (or prinl if pfn not

given) to each element of 1lst

Between each application it per-

forms prinl of sep, or " " if not

given., If left is given, it is

printed (using prinl) initially;
if right is given it is printed

(using prinl) at the end.

For example, maprint[x;NIL;%(;%)] is
equivalent to prinl for lists. To
print a list with commas between each
element .and a final '.' one could

use maprint{x;T;NIL;%.;%,1].

If lispxprintflg = T, lispxprinl is

used for prinl. (see p. 22,61)
See Section 12.
See Section 5.

See Section 5.
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Funarg

function is a function of two arguments, x, a function, and y a
list of variables used freely by x. If y is not NIL, the value of
ﬁpgg}}gg.is an expression of the form (FUNARG x array), where array
contains the bindings of the variables on v at the time the call to
function was evaluated. funarg is not a function itself. Like
LAMBDA and NLAMBDA, it has meaninag and is speciallv recognized by
LISP only in the context of applving a function to arguments. In
other words, the expression (FUNARC x array) is used exactlv like a
function.* When a funarg is applied, the stack is modified so that
the bindings contained in the arrav will be in force when X, the

function, is called.**

For example, suppose a program wished to compute

(FOO X (FUNCTION FIE)), and fie used y and z as frece variables.
If foo rebound y and z, fie would obtain the rebound values
when it was called from inside cf foo. By evaluating instead
(FOO X (FUNCTION FIL (Y 2))), foo would be called with

(FUNARG FIE array) as its second argument, where array con-
tained the bindings of y and z (at the time foo was called).
Thus when fie was called from inside of foo, it would 'see' the

original values of y and z.

Lowever, funarg is more than just a way of circumventing the
clashing of variables. For example, a funarg expression can
be returned as the value of a computation, and then used 'higher
up'
were no longer on the stack. Furthermore, if the function in a

, €.9., when the bindings of tiie variaules contained in array
em———

* LAMBDA, NLAMBDA, and FUNARC expressions are sometimes called
'function objects' to distinguish them from functions, i.e.,
literal atoms which have function definitions.

**The implementation of funarg is described on pp. 12.13-12.14.
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funarg expression setg any of the variables contained in the
array, the array itself (and only the array) will be changed.

(LAMBDA (LST FN) (PROG (Y Z) (SETQ Y &) (SETQ Z &)

««. (MAPC LIST FN) ...))

and (FOO X (FUNCTION FIE (Y Z))) is evaluated. If one appli-
cation of fie (by the mapc in foo) changes y and z, then the
next application of fie will obtain the changed values of v
and z resulting from the previous application of fie, since
both applications of fie come from the exact same funarg
object, and hence use the exact same arrav. The hindings of
y and z bound inside of foo, and the bindings of y and z above
foo would not be affected. 1In other words, the variable bindings
contained in array are a part of the function object, i.e., the

funarg carries its environment with it.

Thus by creating a funarg expression with function, a program
can create a function object which has updateable binding (s)
associated with that object which last between calls to it, but
are only accessible through that instance of the function.,

For example, using the funarg device, a program could maintain
two different instances of the same random number generator

in different states, and run them independently.

Examgle

If ﬁgg is defined as (LAMBDA (X) (COND ((ZEROP A) X) (T (MINUS X))))
and Eig as (LAMBDA NIL (PROG (&) (SETQ A 2) (RETURN (FUNCTION F0O0)))).
then if we perform (SETQ A @), (SETQ FUM (FIE)), the value of fum

is FOO, and the value of (FUM 3) is 3, because the value of A at

the time foo is called is g#.

However if fie were defined instead as (LAMBDA NIL (PROG (A)
(SETQ A 2) (RETURN (FUNCTION FOO (A))))), the value of fum would
be (FUNARG FOO array) and so the value of (FUM 3) would be -3,
because the value of A seen by foo is the value A had when the
funarg was created inside of fie, i.e. 2.
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SLCTION XII

VARIABLL BINDINGS AND PUSH DOWN LIST FUNCTIONS

Contents

PARAMETER PUSH DOWN LIST, CONTROL PUSH DOWN LIST,
##, *FORM*, EVAL-BLIP, STKPOS, STKNTH, STKNAME,
STKNARGS, STKARG, VARIABLES, STKARGS, STKSCAN,
EVALV, STKEVAL, RETFROM, RETEVAL, MAPDL, SEARCHPDL

" SKIPBLIP, FUNARG

A number of schemes have been used in different implementations

.of LISP for storing the values of variables. These include:

1.

Storing values on an association list paired with the

variable names.

Storing values on the property list of the atom which is

the name of the variabie.
Storing values in a special value cell associated with
the atom name, putting old values on a pushdown list,

and restoring these values when exiting from a function.

Storing values on a pushdown list.

The first three schemes all have the property that values are

scattered throughout list structure space, and, in general, in a

paging environment would require references to many pages to deter-

mine the wvalue of a variable. This would be veryv undesirable in

our system. In order to avoid this scattering, and possibly ex-

cessive drum references, we utilize a variation on the fourth

standard scheme, usually only usea for transmitting values of
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arguments to compiled functions; that is, we place these values
on the pushdown list.* But since we use an interpreter as well
as a compiler, the variable names must also be kept. The pushdown

list thus contains pairs, each consisting of a variable name and

its value. Each pair occupies one word or 'slot' on the push-
down 1list, with the name in the left half, i.e. cdr, and the
value in the right half, i.e. car. The interpreter gets the
value of a variable by searching back up the pushdown list
looking for a 'slot' for which cdr is the name of the variable.

ggz}is then its value.

One advantage of this scheme is that the current top of the push-
down stack is usually in core, and thus drum references are
rarely required to find the value of a variable. Free variables work

automatically in a way similar to the association list scheme.

An additional advantage of this scheme is that it is completely
compatible with compiled functions which pick up thelr arguments
on the pushdown list from known positions, instead of doing a
search. To keep complete compatibility, our compiled functions
put the names of their arguments on the pushdown list, although
they do not use them to reference variables. 'Thus, free variables
can be used between compiled and interpreted functions with no
special declarations necessary. The names on the pushdown list
are also very useful in debugging, for they make possible a complete
symbolic backtrace in case of error. Thus this technigue, for

a small extra overhead, minimizes drum references, provides
symbolic debugging information, and allows completely free mixing

of compiled and interpreted routines.

* Also called the stack.
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There are three pushdown 1ists'used in BBN LISP: the first is
called the parameter pushdown list, and contains pairs of
variable names and values, and temporary storage of pointers;

the second is called the control pushdown list, and contains
function returns and other control information; and the third is
called the number stack and is used for storing temporary partial

results of numeric operations.

However, it is more convenient for the user to consider the
push-down list as a single "list"” containing the names of func-
tions that have been entered but not yet exited, and the names
and values of the corresponding variables. The multiplicity of
pushdown lists in the actual implementation is for efficiencv
of operation only.

The Push-Down List and the Interpreter

In addition to the names and values of arguments for functiors,
information regarding partially-evaluated expressions is kept on

the push-down list. TFor example, consider the function fact
(intentionally faulty):

(FACT
(Lad13D4a N
(CUND
CC7ras)? D)
L)
(40 (TiTMeEs N (FACT (3U31 N
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In evaluating (FACT 1) as soon as fact is entered, the inter-
preter begins evaluating the implicit progn following the
LAMBDA (see p. 4.3-4.4). The first function entered in this

process is cond. cond begins to process its list of clauses.

After calling zerop and getting a NIL value, cond proceeds to
the next clause and evaluates T. Since T is true, the evalua-
tion of the implicit progn that is the consequent of the T
clause is begun (see p. 4.3). This requires calling the
function itimes. However before itimes can be called, its
arguments must be evaluated. The first argument is evaluated
Dy searching the stack for the last binding of n; the second
involves a recursive call to fact, and another implicit progn,

etc.

Note that at each stage of this process, some portion of an
expression has been evaluated, and another is awaiting evalua-
tion. The output below illustrates this by showing the state
of the push—-down list at the point in the computation of

(FACT 1) when the unbound atom L is reached.
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«FACT(1)
UeBoeAe

(L BROKEN)
tBTV?

*FORM* (BREAK! L T L NIL #41059)
FAULTX L
#2 (L)

#@ C(CCZEROP N> L) (T C(ITIMES N (FACT (SUB! N)Y)>)))
COND

*FORM* (COND ((ZEROP N) L) (T (ITIMES N (FACT (SUB1 N)Y»)»)>))
#@ C(C(COND ((ZEROP N) L) (T CITIMES N (FACT (SUB1 N)>)>)>))>)

N o
FACT

*FORM* (FACT (SUB1 N))

#2 ITIMES

#0 ((FACT (SUB1 N>

#0 1

*FORM* (ITIMES N (FACT (SUB1 N»))
#0 (CITIMES N (FACT (SUB1 N))»))

#0 (CC(ZEROP N) L) (T C(ITIMES N (FACT (SUB1 N>»)>)>))
COND

*FORM* (COND (C(ZEROP N> L) (T (ITIMES N (FACT (SUB1 N)»))))
#0 (C(COND (C(ZEROP N) L) (T (ITIMES N (FACT (SUB1 N)»)»)>)))

N 1
FACT

* %k TOP %%
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Internal calls to eval, e.g., from cond and the interpreter, are
marked on the push-down list by a special mark called an eval-
blip. eval-blips are indicated by the appearance of (VAG 16)

in the left-half, i.e. the variable name position, for that
slot. They are printed by the backtrace as *FORM*. The
genealogy of *FORM*'s is thus a history of the computation.
Other temporary information is frequently recorded on the push-
down list in slots for which the 'variable name' is (VAG f#), which
prints as #f. In this example, this information consists of (1)
the tail of a list of cond clauses, (2) the tail of an implicit
progn, i.e., the definition of fact, (3) the tail of an argunent
list, (4) the value of a previously evaluated argument, (5) the
tail of a cond clause whose predicate evaluated to true, and

(6) and (7) same as (1) and (2).

Note that a function is not actually entered and does not appear

on the stack, until its arguments have been evaluated.* Also

note that the #0 'bindings' comprise the actual working storage.

In other words, in the above example, if a (lower) function changed
the value of the binding at (1) the cond would continue interpret-
ing the new binding as a list of cond clauses. Similarly, if (4)
were changed, the new value would be given to itimes as its first
argument after its second argument had been evaluated, and itimes
was actually called.

*except for functions which do not have their arguments evaluated,
although they themselves may call eval, e.g. cond.
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The Pushdown List and Compiled Functions

Calls to compiled functions, and the bindings of their arguments,
i.e. names and values, are handled in the same way as for interpre-
ted functions (hence the compatibility between interpreted and com-

piled functions). However, compiled functions treat free variables in
a special way that interpreted functions do not. Interpreted

functions 'look up' free variables when 'they get to them,' and

may look up the same variable many times. However, compiled
functions look up each free variable only once.* Whenever a com-
piled function is entered, the pushdown 1list is scanned and the

most recent binding for each free variable used in the function is
found (or value cell if no binding) and stored in the right half of a
slot on the stack (an unboxed 0 is stored in the left half to distin-
guish this 'binding' from ordinary bindings). Thus, following the
bindings of their arguments, compiled functions store on the pushdown
list pointers to the bindings for each free variable used in the

function.

In addition to the pointers to free variable bindings, compiled
functions differ from interpreted functions in the way they treat
locally bound variables, i.e. progs and open lambdas. Whereas in
interpreted functions progs and open lambdas are called in the
ordinary way as functions, in compilation, progs and open lambdas
disappear, although the variables bound by them are stored on the
stack in the conventional manner so that functions called from in-
side them can reference the variables. These variables appear on
the stack following the arguments to the compiled function (if any)
and the free variable pointers (if any). The only way to determine
dynamically what variables are bound locally by a compiled function
is to search the stack from the first slot beyond the last argument
to the function (which can be found with stknargs and stkarg
described below), to the slot corresponding to the first argument

of the next function. Any slots encountered that contain literal

atoms in their left half are local bindings.

*A list of all free variables is generated at compile time, and is
in fact computable from the compiled definition. See Chapter 18.
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Pushdown List Functions

NOTE: Unless otherwise stated, for all pushdown list functions,
pos is a position on the control stack. If pos is a literal atom
other than NIL, (STKPOS pos 1) is used. In this case, if pos is
not found, i.e., stkpos returns NWIL, an ILLEGAL STACK ARG error

is generated.

stkpos[fn;n;pos] Searches the control stack starting
at pos for the nth occurrence of fn.
Returns control stack position of
that fn if found,* else NIL. If n is
positive, searches backward (normal
usage). If n is negative, searches
forward, i.e., down the control stack.
For example, stkpos[F00;-2;FIE] finds
second call to ICO after (below) the
last call to FIE. If n is NIL, 1 is
user. If pos is NIL, the search starts
at the current position. stkpos(] is

the current position.

stknthn;pos] Value is the stack position (control
stack) of the nth function call relative
to position pos. If pos is NIL, the
top of stack is assumed for n>0, and the
current position is assumed for n<0.
I.e., stknth[-1l] is the call beforc
stknth, stknth[l] is the call to
evalagt at the top level. Value of
stknth is WNIL if there is no such call -
e.g., stknth[10000] or stknth([-10; stknth([5]].

* A stack position is a pointer to the corresponding slot on the
control or parameter stack, i.e., the address of that cell. It
prints as an unboxed number, e.g., #32002, and its type is 2
(Section 10).



stkname [pos] Value is the name of the function at
control stack position pos. In this
case, pos must be a real stack position,
not an atom.

Thus stkpos converts function names to stack positions, stknth
converts numbers to stack positions, and stkname converts posi-
tions to function names.

Information about the variables bound at a particular function
call can be obtained using the following functions:

stknargs|[pos] Value is the number of arguments bound by

the function at position pos.

stkarg[n;pos] Value is a pointer to the nth argument
(named or not)* of the function at
position pos, i.e., the value is a para-
meter stack position. car of this
pointer gives the value of the binding,
cdr the name. n=1 corresponds to the
first argument at pos. n can be # or
negative, i.e., stkarg([@;F00] is a
pointer to the slot immediately before
the first argument to FOO, stkarg[~1;F00]
the one before that, etc.

Note that the user can change (set) the value of a particular
binding by performing an rplaca on the value of stkarg.

Similarly, rplacd changes (sets) the name.

*Subrs do not store the names of their arguments.
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The value of stkarg is a position (slot) on the parameter stack.
There is currently no analogue to 'stknth for the parameter stack.
However, the parameter stack is a contiguous block of memory, so
to obtain the slot previous to a given slot, perform
vag[subl[loc[slot]]]; to obtain the next slot perform

vag [addl[loc[slotl]l]], i.e. stkarg[2;pos] =
vag [addl[loc[stkarg(l;pos}]]ij.*

As an example of the use of stknargs and stkarg:

variables[pos] returns list of variables bound at

pos..

can be defined by

(vanxTABLES
(LAMBDA (PO3)
(PROG (N LD .
(sEFQ N (3 IXNARGS POS)Y)
LP (CJND '
CC7ZErIP N)

(sbEruUsN LY

(5ELe L (CON5 (CDr (31KArG N PO5))

L)
(5k1TQ N (5UB1 NDY)
(GY LPDH)

The counterpart of variables is also available.

stkargs|[pos] Returns list of values of variables

bound at pos.

*See Section 13 for discussion of vag and loc.
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The next three functions, stkscan, evalv, and stkeval all involve

searching the parameter pushdown stack. For all three functions,
pos may be a position on the control stack, i.e., a value cf
stkpos or stknth.* In this case, the search starts at
stkarg[stknargs[pos];pos], i.e., it will include the arguments to
the function at pos but not any locally bound variables. pos may
also be a position on the parameter stack, in which case the
search starts with, and includes that position. Finally, pos can
be NIL, in which case the search starts with the current position
on the parameter stack.

stkscan[var;pos] Searches backward on the parameter
stack from pos for a binding of var.
Value is the slot for that binding if
found, i.e., a parameter stack
position, otherwise var itself (so
that car of stkscan is always the

value of var).

evalv([var;pos] car [stkscan[var;pos]}], i.e., returns
the value of the atom var as of
position pos.

stkeval [pos; form] is a more general evalv. It is eguiva-
lent to eval[form] at position pos,
i.e., all varitables evaluated in form,

will be evaluated as of pos. **

* or a function name, which is equivalent to stkpos[pos;l] as
described earlier.

** jowever, any functions in form that specifically reference the
stack, c¢.g., stkpos, stknth, retfrom, etc., 'see' the stack as it
currently is. (See pp. 12.13, 12.14 for description of how
stkeval is implemented.)
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"inally, we have two functions which clear the stacks:

retfrom[pos,;value] clears the stack back to the function at
position pos, and effects a return from

that function with value as its value.

reteval [pos; form] clears the stack back to the function at
position pos, then evaluates form and re-
turns with ils value to next higher
function. I.e., retevallpos,form] =
retfrom[pos;stkeval[pos;form]],if
form does not involve any stack

functions itself,

We also have:

mapdl [mapdlfn;mapdlpos] starts at position mapdlpos (current
if NIL), and applies mapdifn to the
function name at each pushdown
position, i.e., to stknamelmapdlpos]
until the top of stack is reached.
Value is NIL. mapdlpos is updated at

each iteration.

For example,

mapdl { (LAMBDA (X) (COND ((EQ (FPNTYP X) (QUOTE EXPR)) (PRINT by
will print all exprs on the push~down list.

mapdl [(LAMBDA (X) (COND ((GREATERP (STKNARG MAPDLPOS) 2) (PRILT X]

will print all functions of more than two arguments.

searchpdl [srchfn;srchpos] searches the pushdown 1list starting at
position srchpos (current if NIL) until
it finds a position for which srchfn
applied to the name of the function
called at that position is not NIL.
Value is (name . position) if such a
position is found, otherwise NIL,

srchpos is updated at each iteration.
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The Pushdown List and Funarg

The linear scan up the parameter stack for a variable binding

can be interrupted by a special mark called a skipblip appearing
on the stack in a name position (See figure on p. 12.14). In the
value position is a pointer to the position on the stack where the
search is to be continued. This is what is used to make stkeval,
p. 12.11 work. It is also used by the funarg device (p. 11.6).

When a funarg is applied, LISP puts a skipblip on the parameter
stack with a pointer to the funarg array, and another skiEblip

at the top of the funarg array pointing back to the stack. The
effect is to make the stack look like it has a patch. The names
and values stored in the funarg array will thus be seen before
those higher on the stack. Similarly, setting a variable whose
binding is contained in the funarg array will change only the
array. Note however that as a consequence of this implementation,

the same instance of a funarg object cannot be used recursively.
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Use of 'GKIPBLIPs'

Parameter
Stack

nm val

nm val |d™

nm val |#-larguments
nm val to STKIVAL
skip
nm val |&begin
nm val evaluation of
. form
STKEVAL
Parameter
Stack
: skip| N
. T nm val
nm val nm val
ggip va nm val
2 nm val
nm val B :
nm val funarg
. array
FUNAPG
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SECTION XIII

NUMBERS AND ARITHMETIC FUNCTIONS

Contents

SMALL INTEGERS, LARGE INTEGERS, FLOATING POINT

NUMBERS, BOXING, UNBOXING, GC:18, GC:16, IPLUS,

IMINUS, IDIFFERENCE, ADD1, SUB1, ITIMES, IQUOTIENT,
IREMAINDER, IGREATERP, ILESSP, ZEROP, MINUSP, EQP,

SMALLP, FIXP, FIX, LOGAND, LOGOR, LOGXOR, LSH, RSH,

LLSH, LRSH, FPLUS, FMINUS, FTIMES, FQUOTIENT,

FREMAINDER, MINUSP, EQP, FGTP, FLOATP, FLOAT,

PLUS, MINUS, DIFFERENCE, TIMES, QUOTIENT, REMAINDER,
GREATERP, LESSP, ABS, EXPT, SQRT, LOG, ANTILOG, SIN, <0S,
TAN, ARCSIN, ARCCOS, ARCTAN, RAND, RANDSET, SETN, LOC, VAG

HFRT OO W F £
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General Comments

There are three different types of numbers in BBW LISP: small
integers, large integers} and floating point numbers.* Since a
large integer or floating point number can be (in value) any 36
bit quantity (and vice versa), it is necessary to distinguish
between those 36 bit guantities that represent large integers
or floating point numbers, and other LISP pointers. We do this
by "boxing" the number, which is sort of like a special “cons':
when a large integer or floating point number is created (via
an arithmetic operation or by read), LISP gets a new word from
"number storage" and puts the large integer or floating point
number into that word. LISP then passes around the pointer to
that word, i.e., the "boxed number", rather than the actual 36
bit quantity itself. Then when a numeric function needs

the actual numeric quantity, it performs the extra level

* Floating point numbers are created by the read program when a .
or an I appears in a number, e.g., 1000 is an integer, 1000. a
floating point number, as are 1lE3 and 1.E3. ©Note that 1000bL,
1000F, and 1lE3D are perfectly legal literal atoms.
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of addressing to obtain the 'value' of the number. This/iatter
process is called "unboxing". Note that unboxing does not use
any storage, but that each boxing operation uses one new word

of number storage. Thus, if a computation creates many large
integers or floating point numbers, i.e., does lots of boxes, it
may cause a garbage collection of large integer space, GC:18, or
of floating point number space, GC:16.

Small Integers

Small integers are those integers for which smallp is true,
currently integers whose absolute value is less than 1536. Small
integers are boxed by offsetting them by a constant so that they
overlay an area of LISP's address space that does not correspond
to any LISP data type. Thus boxing small numbers does not use
any storage, and furthermore, each small number has a unique
representation, so that eq may be used to check equality. Note
that eq should not be used for large integers or floating point
numbers, e.g., eq[2000;add1[1999]] is NIL! eqp or equal must

be used instead.
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Integer Arithmetic

All of the functions described below work on integers. Unless
specified otherwise, if given a floating point number, they
first convert the number to an integer by truncating the frac-
tional bits, e.g., iplus[2.3,3.8]1=5; if given a non-numeric

argument, they generate an error.-

It is important to use the integer arithmetic functions, when-
ever possible, in place of the more general arithmetic functions
which allow mixed floating point and integer arithmetic, e.g.,

iplus vs plus, igreaterp vs greaterp, because the integer func-

tions compile open, and therefore run faster than the general
arithmetic functions, and because the compiler is "smart” about
eliminating unnecessary boxing and unboxing. Thus, the

expression
(IPLUS (IQUOTIENT (ITIMES N 100) M) (ITIMES X Y))

will compile to perform only one box, the outer one, and the

expression
(IGREATERP (IPLUS X Y) (IDIFFERENCE A B))
will compile to do no boxing at all.

Note that the PDP-10 is a 36 bit machine, so that all integers

35 and 235-1.* Adding two integers which produce

234,034,

are between -2

a result outside this range causes overflow, e.g.,

The procedure on overflow is to return the largest possible
integer, i.e. 235—1 or else generate an error.** The function
overflow dictates the choice:

overflow[] - return a value, overflow[T] - give an error.

overflow[] is the standard setting.

*Approximately 34 billion

**Tf the overflow occurs by_trying to create a negative number of
too large a magnitude, -23° is used instead of 235-1.

13.3



Integer Functions

iplus[xl;xz;...;xn]
iminus [x]
idifferencel[x;y]
addl [x]

subl [x]
itimes[xl;xz;...;xn]

iquotient {x;vy]

iremainder [%;v}

igreaterpix;vyl
ilessp(x;y]

zerop[x]

+X te..t
Xl X2 Xrl

the product of XpoXgreeoX,

x/y truncated, e.g.,
iquotient[3;2]=1,
igquotient[-3,2]=~-1

the remainder when X is divided

by Y, €.9., iremainder([3;2]=1
T if x>y; NIL otherwise
T is x<y; NIL otherwise

defined as eqlx;f#].

Note that zerop should not be
used for floating point numbers
because it uses eg. Use
eqplx;@] instead.
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minusp [x] T. if x is negative; NIL otherwise.
Does not convert x to an integer,

but simply checks sign bit.

egp[n;m] X T if n and m are eq, or equal
numbers, NIL otherwise. (eg may
be used if n and m are known to
be small integers.) eqgp does not
convert n and m to integers, e.g.,
eqp[2000;2000.3]=NIL, but it can
be used to compare an integer and
a floating point number, e.g.,
eqp[2000;2000.0]=T. eqp does not
generate an error if n or m are

not numbers.

smallp[n] T if n is a small integer, else
NIL. smallp does not generate an

error if n is not a number.

fixp[x] x if x is an integer, else NIL.
Does not generate an error if x

is not a number.

fix[x] Converts x to an integer by trun-
cating fractional bits, e.g.,
fix[2.3] = 2, fix[-1.7] = -1.
If x is already an integer,
fix[x]=x and doesn't use any

storage.
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logand[xl;xz;...;xn] lambda no-spread, value is logi-
cal and of all its arguments, as
an integer, e.g., logand[7;5;6)=4.

logor[xl;xz;...;xn] lambda no-spread, wvalue is the
logical or of all its arguments,
as an integer, e.qg.,
logor([1l;3;9]1=11.

logxor[xl;xz:...;xn] lambda no-spread, value is the
logical exclusive or of its
arguments, as an integer, e.qg.,
logxor([11;5]1=14, logxor[l1ll;5;9] =

logxor[14;9]=7.

lsh{n;m] (arithmetic) left shift, value
is n*zm, i.e., n is shifted left
m places. n can be positive or
negative. If m is negative, n
is shifted right -m places.

rshin;m] (arithmetic) right shift, value
is n*2_m, i.e., n is shifted
right m places. n can be posi-
tive or negative. If m is
negative, n is shifted left -m
places.

llsh[n;m] logical left shift. On PDP-10,
llsh is” equivalent to 1lsh.
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lrshn;m] logical right shift.

The difference between a logical and arithmetic right shift lies
in the treatment of the sign bit for negative numbers. For
arithmetic right shifting of negative numbers, the sign bit is
propagated, i.e., the value is a negative number. For logical
right shift, zeroes are propagated. Note that shifting (arith-
metic) a negative number 'all the way' to the right yields -1,
not .
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Floating Point Arithmetic

All of the functions described below work on floating point
numbers. Unless specified otherwise, if given an integer, they
first convert the number to a floating point number, e.g.,
fplus[l;2.3] = fplus[l.0;2.3] = 3.3; if given a non-numeric
argument, they generate an error.

The largest floating point number is 1.7014118E38, the smallest
positive (non-zero) floating point number is 1.4693679E-39. The
procedure on overflow is the same as for integer arithmetic, and
the function overflow has the same effect. For underflow, i.e.
trying to create a number of too small a magnitude, the value will

be § (if a value is to be returned).

fplus[xl;xz;...xn] xl+x2...+xn
fminus [x] - X
1 . . - *
ftlmes[xl,xz,...,xn] 31 x2...*xn
fquotient[x;y] xX/y
fremainder[x;y] the remainder when x is divided

by y, e.g., fremainder[l1.0;3.0]=
3.72529E~9,

minusp [x] T if x is negative; WIL otherwise.
Works for both integers and

floating point numbers.

eqgplx;vyl T if x and y are eg, or equal
numbers. See discussion p. 13.5.

fgtplx;yl T if x>y, NIL otherwise.
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is x if x is a floating point

floatp([x]
number; NIL otherwise. Does not

give an error if x is not a

number.

Note that if numberp[x] is true, then either fixp([x] or

floatp[x] is true.

Converts x to a floating point

float [x]
number, e.g., floatl[g]l = #.4.
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General Arithmetic

The functions in this section are 'contagious floating point

arithmetic' functions, i.e., if any of the arguments are

floating point numbers, they act exactly like floating point

functions, and float all arguments and return a floating point

number as their wvalue.

Otherwise, they act like the integer

functions. If given a non-numeric argument, they generate an

error.
plus[xl;xz;...;xn]
minus [x]
differencelx;vyl
times[xl;xz;...;xn]

quotient([x;y]

remainder[x;vy]

greaterp[x;vy]

lesspix;vyl

abs[x]

+ L ]
Xl x2+ +Xn

X, *x. %, .. %%
1 72 n

if x and y are both integers,
value is iquotient|(x;y], other-
wise fquotient([x;y].

if x and y are both integers,

value is iremainder([x;y], other-

wise fremainder(x;y].

T if x>y, NIL otherwise.
T if x<y, NIL otherwise.
X if x>@, otherwise -x.

abs uses greaterp and minus,
(not igreaterp and iminus).
FUU L
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Special Functions

These functions are all "borrowed" from the FORTRAN library

and handcoded in LISP via ASSEMBLE. They utilize a power

series expansion and their values are (supposed to be) 27

bits accurate, e.g., sin[30]=.5 exactly.

expt[m;n]

sqrtn]

logx]

antilog(x]

sin[x;radiansflg]

cos[x;radiansflg]

tan[x;radiansflg]

value is m". If m is an integer
and'n is a positive integer, value
is an integer, e.g., expt[3;4]=81,
otherwise the value is a floating
point number. If m is negative and
n fractional, an error is generated.

value is a square root of n as a
floating point number. n may be fixed
or floating point. Generates an error

if n is negative. sqrt[n] is about

‘twice as fast as expt[n;.5]

value is natural logarithm of x as
a floating point number. X can be

integer or floating point.

value is floating point number
whose logarithm is x. X can be
integer or floating point, e.qg.,
antilog[l] = e = 2.71828...

X in degrees unless radiansflg=T.

Value is sine of x as a floating

point number.
Similar to sin.

Similar to sin.
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arcsin[x;radiansflg]

arccos[x;radiansflg]

arctan([x;radiansflqg]

rand[lower;upper]

X is a number between -1 and 1
(or an error is generated).
The value of arcsin is a
floating point number, and 1is

in degrees unless radiansfly=T.

In other words, if
arcsin[x;radiansflgl=z then
sin[z;radiansflgl=x. The range of the
value of arcsin is ~90 to +90 for
degrees, —-%4to +% for radians.
Similar to arcsin. Range is § to
180, 2 to .

Similar to arcsin. Range is f§ to
180, @ to w.

Value is a pseudo-random number
between lower and upper inclusive,
i.e. rand can be used to generate

a sequence of random numbers., If
both limits are integers, the value
of rand is an integer, otkerwise it
is a floating point number. The
algorithm is completely deterministic,
i.e. given the same initial state,
rand produces the same sequence of
values. The internal state of rand
is initialized using the function
randset described below, and is

stored on the free variable randstate.
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randset [x] - Value is internal state of rand
after randset has finished operating,
(as a dotted pair of two integers).
If x=NIL, no changes are made, i.e.
value is current state. If x=T,
randstate is initialized using the
clocks. Otherwise, x is interpreted
as a previous internal state, i.e. a
value of randset, and is used to

reset randstate. For example,

1. (SETQ OLDSTATE (RANDSET))

2. Use rand to generate some random
numbers.

3. (RANDSET OLDSTATE)

4, rand will generate same sequence
as in 2.
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Reusing Boxed Numbers - setn

rplaca and rplacd provide a way of cannibalizing list structure
for reuse in order to avoid making new structure and causing
garbage collections.* This section describes an analogous func-

tion for large integers and floating point numbers, setn. setn

is used like setqg, i.e., its first argument is considered as
quoted, its second is evaluated. If the current value of the
variable being set is a large integer or floating point number,
the new value is deposited into that word in number storage, i.e.,
no new storage is used.** If the current value is not a large
integer or floating point number, e.g., it can be NIL, setn
operates exactly like setqg, i.e., the large integer or floating
point number is boxed, and the variable is set. This eliminates
initialization of the variable.

setn will work interpretively, i.e., reuse a word in number

storage, but will not yield any savings of storage because the
boxing (of the second argument) has already taken place, i.e.,
before setn was called. The elimination of a box is achieved
only when the call to setn is compiled, since setn compiles
open, and does not perform the box if the old value of the

variable can be reused.

Caveats

There are three situations to watch out for when using setn.
The first occurs when the same variable is being used for

floating point numbers and large integers. If the current value

* This technique is frowned upon except in well-defined, loca-
lized situations where efficiency is paramount.

**The second argument to setn must always be a number or an
error is generated.
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of the variable is a floating point number, and it is reset
to a large integer, via setn, the large integer is simply

deposited into a word in floating point number storage, and
hence will be interpreted as a floating point number. Thus,

~(SETQ FOO 2.3)

23
«(SETN FOO 10002
2. 189529E-43

Similarly, if the current value is a large integer, and the new

value is a floating point number, equally strange results occur.

The second situation occurs when a setn variable is reset from

a large integer to a small integer. 1In this case, the small
integer is simply deposited into large integer storage. It will
then print correctly, and function arithmetically correctly, but
it is not a small integer, and hence not eq to another integer

of the same value, e.qg.,

~(SETQ FOO 10000)
19000

«(SEIN FOO D>

1

~(IPLUS FOUO 5)

6

“(EG FOO D)

NIL

~(SMALLP FOO)

NIL

In particular, note that zerop will return NIL even if the vari-
able is equal to . Thus a program which begins with FOO set to
a large integer and counts it down by (SETN FOO (SUBl1 FOO)) must
terminate with (EQP FOO #), not (ZEROP FO0O).
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Finally, the third situation to watch out for occurs when you
want to save the current value of a setn variable for later

use. For example, if FOO is being used by setn, and the user
wants to save its current value on FIE, (SETQ FOO FIE) is not
sufficent, since the next setn on FOO will also change FIE,
because it changes the word in number storage pointed to by FO0O,
and hence pointed to by FIE. The number must be copied, e.g.,
(SETQ FIE (IPLUS FOO0)), which sets FIE to a new word in number

storage.

setn{var;x] nlambda function like setg. var

is quoted, x is evaluated, and
its value must be a number. var
will be set to this number. If
the current value of var is a
large integer or floating point
number, that word in number
storage is cannibalized. The
Qalue of setn is the (new) value

of var.
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Box and Unbox

Some applications may require that a user program explicitly
perform the boxing and unboxing operations that are usually
implicit (and invisible) to most programs. The functions that
perform these operations are loc and vag respectively. For
example, if a user program executes a TENEX JSYS using the
ASSEMBLE directive, the value of the ASSEMBLL expression will
have to be boxed to be used arithmetically, e.g.,

(IPLUS X (LOC (ASSEMBLE --))). It must be emphasized that

Arbitrary unboxed numbers should not be passed around as
ordinary values because they can cause trouble for the garbage
collector.

For example, suppose the value of x were 150000, and you
created (vag x), and this just happened to be an address on the
free storage list! The next garbage collection could be
disastrous. For this reason, the function vag must be used
with extreme caution when its argument's range is not known.

One place where vag is safe to use is for performing computations

on stack positions, which are simply addresses of the correspcnd-

ing positions (cells) on the stack. To treat these addresses as
numbers, the program must first box them. Conversely, to convert
numbers to corresponding stack positions, the program must unbox
them. Thus, suppose X were the value of stkarg, i.e., X corres-
ponds to a position on the parameter stack. To obtain the next
position on the stack, the program must compute (VAG (ADD1 (LOC X))).
Thus if x were #32002,* (LOC X) would be 32002Q,** (ADD1 (LOC X))
320039, and (VAG (ADD1l (LOC X))) #32003,.

* A LISP pointer (address) which does not correspond to the
address of a list structure, or an atom, or a number, or a
string, is printed as #n, n given in octal.

**() following a number means the numeric quantity is expressed
in octal.
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Note that rather than starting with a number, and unboxing it

to obtain its numeric quantity, here we started with an address,
i.e., a 36 bit quantity, and wishing to treat it as a number,

boxed it. For example, loc of an atom, e.g., (LOC (QUOTE FO0) ),
treats the atom as a 36 bit quantity, and makes a number out of

it. If the address of the atom FOO were 125000, (LOC (QUOTE FOO))
would be 125000, i.e. the location of FOO. It is for this reason
that the box operation is called loc, which is short for location.*

Note that FOO does not print as #364110 (125000 in octal) because
the print routine recognizes that it is an atom, and therefore
prints it in a special way, i.e. by printing the individual
characters that comprise it. Thus (VAG 125000) would print as
FOO, and would be in fact FOO.

loc [x] Makes a number out of x, i.e.,

returns the location of X.

vag [x] The inverse of loc. X must b: ¢
number; the value of vag is thc
unbox of x.

The compiler eliminates extra vag's and loc's, for example
(IPLUS X (LOC (ASSEMBLE =-=))) will not box the value of the
ASSEMBLE, and then unbox it for the addition.

*vag is an abbreviation of value get.
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18  POSITION, CONTROL, CONTROL-A, CONTROL-Q, CONTROL[T],

22 SYSOUT, SYSIN, LOAD, READFILE, WRITEFILE, PP, PRETTYPRINT,
25 COMMENTS, ¥, XXCOMMENT®¥, PRETTYDEF, PRINTFNS, PRINTDATE,
32 TAB, ENDFILE, PRINTDEF, #RPARS, ], LINELENGTH, FIRSTCOL,
33 PRETTYLCOM, WIDEPAPER, COMMENTFLG, PRETTYFLG, PRETTYMACROS,
35 %%, LCASELST, UCASELST, ABBREVLST, L-CASE, U-CASE, RAISE,
39  LOWER, CAP, %%F, %%, FILELST, MAKEFILE, NOTLISTEDFILES,

42 NOTCOMPILEDFILES, MAKEFILES, LISTFILES, FILES?, CLEANUP

O o Fr=

Files

All input/output functions in EBN~LISP can specify their
source/destination file with an optional extra argument which

is the name of the file. This file must be onened as specified
below. If the extra argument is not given (has value NIL), the
file specified as "primary" for input (output) is used. Normally
these are both T, for teletype input and output., However, the
primary input/output file may be changed by

input[file]* Sets file as the primary input file.
Its value is the name of the old

primary input file.

input[] is current primary luput file,
which is not changed.

*The argument name file is used for tutorial.purposes only.'The
arguments to all subrs are U,V, and W as described in arglist, p. 8.7.

8/1/72
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output[file] Same as input except operates on
primary output file.

Any file which is made primary must have been previously opened
for input/output, except for the file T, which is always open.

infile([file] Opens file for input, and sets it as
the primary input file.* The vaiue
of infile is the previous
primary input file. If file is
already open, same as input([file].
Generates a FILE WON'T OPEN error if
"file won't open, e.g., file is already

open for output.

outfile[filel Opens file for output, and sets it
as the primarv output file.* The
value of outfile is the previous
primary output file. If file is
already open, same as output[filel.
Cenerates a FILE WON'T OPEN error if
f}}g.won‘t open, e.g., if file is

already open for input.

For all input/output functions, file follows the TENEX conventions
for file names, i.e. file can be prefixed by a directory name
enclosed in angle brackets, can contain alt-modes or control-F's,
and can include suffixes and/or version numbers. Consistent

with TENEX, when a file is opened for input and no version

number is given, the highest version number is used.

Similarly, when a file is opened for output and no version number
is given, a new file is created with a version number one higher

than the highest one currently in use with that file name.

*To open file without changing primary input file erf
’ per ' ANg prin e orm
input [infile[filel]l. Similarly for output. P



Regardless of the file name given to the LISP function that opened
the file, LISP maintains only full TENEX file names* in its internal
table of open files and any function whose value is a file name

always returns a full file name, e.g. openp[FO0]=FO00.;3.
Whenever a file argument is given to an i/o function, LISP first

checks to see if the file is in its internal table. If not, LISP
executes the appropriate TENEX JSYS to "recognize" the file. If
TENEX does not successfully recognize the file, a FILE NOT FOUND
error is generated.** If TENEX does recognize the file, it
returns to LISP the full file name. Then, LISP can continue with
the indicated operation. If the file is being opened, LISP opens
the file and stores its (full) name in the file table. If it is
being closed, or written to or read from, LISP checks its internal
table to make sure the file is open, and then executes the cor-

responding operation.

Note that each time a full file name is not used, LISP must call
TENEX to recognize the name. Thus if repeated operations are to
be performed, it will be more efficient to obtain the full file

name once, e.g. via infilep or outfilep. Also, note that recog-

nition by TENEX is performed on the user's entire directory.

Thus, even if only one file is open, say F00.;1, F$ (F altmode)
will not be recognized if the user's directory also contains the
file FIE.;1. Similarly, it is possible for a file name that was
previously recognized to become ambiguous. For example, a program
performs infile[FOO], opening F00.;1l, and reads several expressions
from FOO. Then the user types control-C, creates a F00.;2 and
reenters his program. Now a call to read giving it FOO as its file
argument will generate a FILE NOT OPEN error, because TENLEX will
recognize FOO as FOO.;2.

*i.e. name, extension, and version, plus directory name if it differs
from connected directory.

**except for infilep, outfilep and openp, which in this case return
NIL.
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infilep[file] Returné full file name of file if
recognized by TENEX, NIL otherwise.
The full file name will contain a
directory field only if the directory
differs from the currently attached
directory. Recognition is in input
context, i.e. if no version number
is given, the highest version number
is returned.

iﬁfileg and outfilep do not open any files, or change the primary
files; they are pure predicates.

outfilepl[file] Similar to infilep, except recog-
nition is in output context, i.e. if
no version number is given, a version
number one higher than the highest

version number is returned.

closef[file] Closes file. Generates an error if
file not open. If file is NIL, it
attempts to close the primary input
file if other than teletype. Failing
that, it attempts to close the primary
output file if other than teletype.
Failing both, it returns NIL. If
it closes any file, it returns the
name of that file. If it closes either
of the primary files, it resets that
primary file to teletype.

14.4



closealll] Closes all open files (except T).
Value is a list of the files closed.

openp [file;typel If type=NIL, value is file (full name)
if file is open either for reading or
for writing. Otherwise value is NIL.

If type is INPUT or OUTPUT, value is
file if open for corresponding type,
otherwise NIL. If type is BOTH,

value is file if open for both input

otherwise NIL.

Note: the value of openp is NIL if
file is not recognized, i.e. openp
does not generate an error.

openp([] is a list of all files open
for input or output, excluding T.
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Input Functions

Most of the funetions described below have an (optional) argument
ile which specifies the name of the file on which the operation
18 to take place. If that argument is NIL, the primary input file

will be used.

Note: in all LISP symbolic files, end of line is indicated by the
characters carriage return and line feed in that order. Accordingly,
on input from filee, LISP will skip all line-feeds which immediately
follow carriage-returns.x On input from teletype, LISP will echo a
line-feed whenever a carriage-return is input.

For all input functions except reade and peeke, when reading from
the teletype control-A erases the last character typed in, echoing
a \ and the erased character. Control-A will not backup beyond the
last carriage return. Typing control-@ causes LISP to print ## and
elear the input buffer, i.e. erase the entire line back to the last
carriage return.

read[file;flqg] Reads one S-expression from file.
Atoms are delimited by parentheses,
brackets, double quotes, spaces, and
carriage returns. To input an atom
which contains one of these syntactic
delimiters, precede the delimiter by

the escape character %, e.g. AB%(C,
is the atom AB(C, %% is the atom %.

Strings are delimited by double quotes.
To input a string containing a double
quote or a %, precede it by %, e.g.

"A B%"C" is the string AB"C. Note

that % can always be typed even if next
character is not 'special', e.g. %A%B3%C
is read as ABC.

If an atom is interpretable as a number,
read will create a number, e.g. 1E3
reads as a floating point number, 1D3
as a literal atom, 1.# as a number,

* Actually, LISP skips the next character after a carriage return
without looking at it at all.
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1,8 as a literal atom, etc. Note
that an integer can be input in
~octal by terminating it with a Q,
e.g. 17Q and 15 read in as the same
integer. The setting of radix,

p. 14.18, determines how they are
printed.

When reading from the teletype, all input is line-buffered to
enable the action of control-Q.* Thus no characters are actually
seen by the program until a carriage-return ig typed. However,
for reading by read or uread, when a matching right parenthesis
18 encountered, the effect is the same as though a carriage
return were typed, i.e. the characters are transmitted. To indi-
cate this, LISP also prints a carriage-return line-feed on the
teletype.

read (continued) £1g=T suppresses the carriage-return
normally typed by read following a
matching right parenthesis. (However,
the characters are still given to
read - i.e. the user does not have
to type the carriage return himself.)

ratom[file] Reads in one atom from file. Separat-
ion of atoms is defined by action of
setsepr and setbrk described below.
% is also an escape character for
ratom, and the remarks concerning
control-A, control-Q, and line buffer-

ing also apply.

If the characters comprising the atom
would normally be interpreted as a
number by read, that number is also re-
turned by ratom. Note however that
ratom takes no special action for "
whether or not it is a break charac-
ter, i.e. ratom never makes a string.

*Unless control [T] has been performed - pPp. 14.19-14.21.
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The purpose of ratom, rstring, setbrk, and setsepr 118 to allow

the user to write his own read program without having to resort to
reading character by character and then calling pack to make atoms.
The function uread (p. 14.10)is available if the user wants to
handle input as read does, i.e. same action on parentheses, double
quotes, square brackets, dot, spaces, and carriage return, but in
addition, to split atoms that contain spectial characters, as speci-
fied by setbrk and setsepr.

rstring[file] Reads in one string from file, termi-
nated by next break or separator
character. Control-A, control-Q, and

¢ have the same é&ffect as with ratom.

Note that the break or separator character that terminates a call
to ratom or rstring is not read by that call, but remains in the
buffer to become the first character seen by the next reading
function that ts called.

ratoms[a;file] Calls ratom repeatedly until the atom
a is read. Returns a list of atoms
read not including a.

setsepr[lst;flgl] Set separator characters. Value is
NIL.
setbrk[lst;flg] Set break characters. Value is NIL.

For both setsepr and setbrk lst is a list of character codes. flg

determines the action of setsepr/setbrk as follows:

NIL clear out old tables and reset.

[} clear out only those characters in lst -
i.e. this provides an unsetsepr and unsetbrk.

1 add characters in lst to corresponding
table.

‘Characters specified by setbrk will delimit atoms, and be returned
as separate atoms themselves by ratom.* Characters specified by
setsepr will be ignored and serve only to separate atoms. For
example, if $ was a break character and ! a separator character,
the input stream ABC!!DEF$GH!$S$ would be read by 6 calls to ratom
returning respectively ABC, DEF, $, GH, §, §.

* but have no effect whatsoever on the action of read.
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Note that the action of % is not affected by setsepr or setbrk.
To defeat the action of % use escapell.

The elements of lst may also be characters e.g. setbrk[(%( %))] nhas
the same effect as setbrk[ (40 41)].Note however that the 'characters'
1,2...9,0 will be interpreted as character codes because they are

numbers.

Initially, the break characters are [ ] ( ) and " and the separator
characters are space, carriage return, line feed, and end-of-line.

setbrk[T] sets the break characters to their initial settings, and

setsepr[T] does the same for the separator characters.

getsepr|] Value is a list of separator character
codes.

getbrk(] Value is a list of break character codes.

escape[flg] If flg=NIL, makes % act like every

other character. Normal setting is

escape|[T].

The value of escape is the previous
setting.

ratest[x] If x = T,ratest returns T if
a separator was encountered
immediately prior to the last

atom read by ratom, HNIL otherwise.

If x = NIL,ratest returns 7T if
last atom read by ratom or read was a

break character, MNIL otherwise.

If x =1 ratest returns T if last
atom read (bv read or ratom) con-
tained a ¢ (as an escape character,

e.g., %[ or 3%A%D%C), NIL otherwise.
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readc[file] Reads the next character, including
$, ", etc. Value is the character.
Action of readc is subject to line-
buffering, i.e. readc will not return
a value until the line has been termi-
nated even if a character has been
typed (unless control[T] has been exe-
cuted, see pp. 14.19-14.21).

peekc[file] Value is the next character, but does
not remove it from the buffer. Not
subject to line-buffering, i.e. returns

as soon as a character has been typed.

lastc[file] Value is last character read from file.

uread[file; flg] (for user recad). same as read
except uses separator and
break characters set bv setsepr
and setbrk. This function iéwaseful
for reading in list structure in the
normal way, while splitting atoms con-
taining special characters. Thus with
space a separator character, and break
characters of () . and ' the input
stream (IT'S EASY.) is read by uread
as the list (IT" ' S BASY %.)

Note that () [ ] and " must be includ-
ed in the break characters if uread
is to take special action on them,

i.e. assemble lists and make strings.

flg=T suppresses carriage return
normally typed following a matching

right parentheses. See p. 14.7,.
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readp(file] Value is T if there is anything in
the input buffer of file, NIL other-
wise. (not particularly meaningful
for file other than T). Note that
because of line buffering, readp may
return T even though read may have

to wait.
Note: read, ratom, ratoms, peeke, readec, and uread all watit for
input 1f there is none. If reading from a file and an end
of file is encountered, they all close the file and generate
an error,
readline[]* reads a line from the teletype, returning

it as a 1list. If readp[T] is NIL,
readline returns NIL. Otherwise it reads,
using read, up to the end of the line,

as indlcated by one of three conditions:

(1) a carriage return immediately

following an atomT
A B CR
and readline returns (A B C)

(2) a list terminating in a ], in which
case the list is included in the
value of readline, e.g. A B (C DI
and readline returns (A B (C D))

(3) an unmatched right parentheses
or right square bracket, which
is not included in the value of
readline, e.g.

A B (]
and readline returns (A B C)

*Readline actually has two arguments for use by the system, but
the user should consider it as a function of no arguments.

+0Or the first thing on a line other than spaces, e.g.

and readline returns NIL.
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In the case that one or more spaces separate a carriage return
from an atom, or a list is terminated with a ), readline will
type '...' and continue reading on the next lineT, e.g.

ABC‘)
ees (D E F)

cee (X Y Z]

and readline returns (A B C (DEF) (XY 2)).

1‘If the user then types a carriage return, the line will terminate

e.g.

ABC
»

and readline returns (A B C)
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Output Functions

Most of the functions described below have an (optional) argument
ile which specifies the name of the file on which the operation
18 to take place. If that argument is NIL, the primary output file -
will be used.

Wote: in all LISP symbolic files, end-of-line is indicated by

the characters carriage-return and line-feed in that order. Unless
otherwise stated, carriage-return appearing in the description of
an output function means carriage-return and line-feed.

prinlix;file] prints x on file,
prin2[x;file] prints x on file with %'s and "'s

inserted where required for it to
read back in properly Ly read.

Both prinl and Prin2 print lists as well as atoms and strings;
neither print a carriage return upon termination; both have

value x. prinl is usually used only for explicitly printing
formatting characters, e.g. (PRIN1 (QUOTE %[)) might be used to
print a left square bracket (the % would not be printed by prinl).
prin2 is used for printing S-expressions which can then be read
back into LISP with read i.e. regular LISP fcrmatting characters
in atoms will be preceded by 3's, e.g. the atom '()' is printed as
%(%) by prin2. If radix=8, prin2 prints a Q after integers but
prinl does not (but both print the integer in octal).

prin3[x;file] Prints x with %'s and "'s inserted
where required for it to read back
in properly by uread, i.e. uses
separator and break characters
specified by setbrk and setsepr to
determine when to insert %'s.

print(x;file] Prints the S-expression x using

prin2; followed by a carriage~return

linefeed. 1Its value is x.
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For all printing functions, pointers other than lists, strings,
atoms, or numbers, are printed as #N, where N is the octal repre-
sentation of the address of the poznter (regardless of radix).
Note that this will not read back in correctly, 1.e., it will
read in as the atom 'FN'.

spaces[n;file] Prints n spaces; its value is NIL,
terpriffile] Prints a carriage return; its value
is NIL.
Printlevel

The print functions print, prinl, prin2, and prin3 are all

affected by a level parameter set by

printlevel[n] Sets print level to n, value is old
setting. 1Initial value is 1000.
printlevel[] gives current setting.

The variable n controls the number of unpaired left parentheses
which will be printed. Below that level, all lists will be printed

as &.

Suppose x = (A (B C (D (E F) G) H) K)

Then if n = 2, print([x] would print
(A (B C & H) K)

and if n = 3,
(A (B C (D & G) H) K)

and if n = 0, Jjust
&

If printlevel is negative, the action is similar except that a
carriage return is inserted between all occurrences of right paren
followed by left paren.

The printlevel setting can be changed dynamically, i.e. while

LISP is printing, by typing control-P followed by
a number, i.e. a string of digits, followed by a period or
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exclamation point.* The printlevel will immediately be set to
this number.** If the print routine is currently deeper than the
new level, all unfinished lists above that level will be termi-
nated by "--)". Thus, if a circular or long list of atoms, is
being printed out, typing control-Pf. will cause the list EP be

terminated.

If a period is used to terminate the printlevel setting, the
printlevel will be returned to its previous setting after this
printout. If an exclamafion‘point is used, the printlevel is not
restored, i.e. the change is permanent (until it is changed again).

Note: printlevel only affects teletype output. Output to all
other files acts as though level is infintite,

* As soon as control-P is typed, LISP clears and saves the input
buffer, clears the output buffer, rings the bell indicating it
has seen the control-P, and then waits for input which is ter-
minated by any non-number. The input buffer is then restored

and the program continues. If the input was terminated by other
than a period or an exclamation point, it is ignored and printing
will continue, except that characters cleared from the output
buffer will have been lost.

** Another way of "turning off" output is to type control-o0,
which simply clears the output buffer, thereby effectively
skipping the next (up to) 64 characters.
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Addressable Files

For most applications, files are read starting at their beginning
and proceeding sequentially, i.e. the next character read is the
one immediately following the last character read. Similarly,

files are written sequentially. A program need not be aware of

the fact that there is a file pointer associated with each file
that points to the location where the next character is to be read
from or written to, and that this file pointer is automatically
advanced after each input or output operation. This section des-
cribes a function which can be used to reposition the file pointer,
thereby allowing a program to treat a file as a large block of
auxiliary storage which can be accessed randomly.* For example,

one application might involve writing an expression at the peginning
of the file, and then reading an expression from a specified point
in its middle.** '

A file used in this fashion is much like an array in that it has
a certain number of addressable locations that characters can be
put into or taken from. However, unlike arrays, files can be
enlarged. For example, if the file pointer is positioned at the
end of a file open for output, and anything is written, the file
"grows." It is also possible to position the file pointer beyond
the end of file and then to write.*** 1In this case, the file is
enlarged, and a "hole" is created, which can later be written

*Random access means that any location is as duickly accessible
as any other. For example, an array is randomly accessible, but
a list is not, since in order to get to the nth element you have
to sequence through the first n-1. B

**This particular example requires the file be open for botk input

and output. This can be achieved via the function iofile described
below. However, random file input or output can be performed on
files that have been opened in the usual way by infile or outfile.

***1f the program attempts to read beyond the end of file, an error

occurs.
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into. Note that this enlargement only takes place at the end

of a file; it is not possible to make more room in the midd{g of
a file. 1In other words, if expression A begins at position 1000,
and expression B at 1100, and the program attempts to overwrite
A with expression C, which is 200 characters long, part of B will
be clobbered.

iofile[file] Opens file for both input and output.
Value is file. Does not change
either primary input or primary
output. If no version number is
given, default is same as for infile,
i.e. highest version number.

sfptr[file;address] Sets file pointer for file to
address.* Value is old setting.
address=-1 corresponds to the end
of file. sfptr(file] i.e.
address=NIL, returns current value of

file pointer without changing it.

* TENEX uses byvte addressing; the address of a character (byte)
is the number of characters (bvtes) that precede it in the file,
i.e., # is the address of the beginning of the file. However,
the user should be careful about computing the space needed for
an expression, since end-of-line is represented as two characters
in a file, bkut nchars only counts it as one.

14.16
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filepos[x;file;start;end;ékip;tail] Searches file for x a la

‘strpos. (p. 10.8) Search begins

at start or current position of file
pointer, and goes to end or end of
file. Value is address of start

of match, or NIL if not found.

skip can be used to specifyv a
;K;;écter which matches any character
in the file. If tail is T, value if
successful is the addfess of the
first character after the sequence
of characters corresponding to x, not
the starting address of the seqﬁénce.
In either case, the file is left so
that the next i/o operation begins at
the address returned as the value of
filepos.

14,16.1
8/1/72



Qggnf

openf [file;x] opens file. x 1is a number whose
bilits svecify tie access ana node for
E%_:_L_(_, i.¢. X corresponds to the
second argument to the TENLEZ JSYS OPLUF
{see JEYS lanual). Value is full

name of file,

S o e

36 enables reading and writing of full words. openf does not
affect the standard input or output file settings, and does not
check whether the file is already open - i.e. the same file can
be opened more than once, possibly for different purposes.Jr openp

will work for files opened with openf.

The first argument to openf can also be a number, which is then
interpreted as JFN. This results in a more efficient call to
openf, and can be significant if the user 1is making frequent

calls to openf, e.g. switching byte sizes.

The following function can be used to obtain the JFN for an

already opened file.

cenifnifile] returns the JFN for file. If file is

not open, generates a I'ILE NOT OPLIK

Qerror.

The "thawed" bit in x permits opening a file that is already open.

14.16.2 8/1/72



Example: to write a byte on a file

[DEFINEQ (BOUT

(LAMBDA (FILE BYTE)

(Loc (ASSEMBLE NIL

(CO (VAG BYTE))

(PUSH NP,

1)

(cQ (VAG (OPNJFN FILE)))
(POP NP, 2) i

(JSYS 51QQ

(MOVE 1,2)]

or to read a byte from a file

[DEFINEQ (BIN
(LAMBDA (FILE)

(LOC (ASSEMBLE NIL
(CO (VAG (OPNJFN FILE)))
(JsYS 500)
(MOVE 1,2]

Making BIN and BOUT substitution macros can save boxing and

unboxing in compiled code.

The following two functions are available for direct manipulation

of JFN's.
gtjfnlfile;ext;v;flags]

rljfn[jfn]

14.1

sets up a 'long' call to GTJFN (see
JSys manual). file is a file name
(string or atom), possibly containing
control-F and/or alt-mode. ext is
default extension, v the default version
(Overriden if file specifies extension/
version, e.g. FOO.COM;2.) flags is

as described on page 17, section 2 of
JFN manual. Value is JFN, or NIL on
errors.

releases jfn. -1 releases all JFN's
assigned but not open. Value of rljfn
is T.
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Input/Output Control Functions

clearbuf[file;flg] '~ Clears the input buffer for file.
If file is T and flg is T, contents

of LISP's line buffer and the system
buffer are saved (internally).
When either control-D,
control-F, control-ll, control-P, or
control-S is typed, LISP automatically
- does a clearbuf[T;T]. (For control-P
and control-S, LISP restores the

buffer after the interaction. See

Appendix 3).
linbuf[flg] if f£f1g=T, value is LISP's line buffer

(as a string) that was saved at last
clearbuf [T;T]. If flg=NIL, clears this
internal buffer,

sysbuflflg] a la linbuf.

The internal buffers associated with linbuf and svyskuf are not

changed by a clearbuf[T;T] if both LISP's line buffer and the
System buffer are empty.

bklinbuf [x] X is a string. bklinbuf sets LISP's
line buffer to X. If greater than
160 characters, first 160 taken.

bksysbuf [x] X 1s a string. bksysbuf sets system
buffer to X. The effect is the

same as though the user typed X.

Note that bklinbuf, bksysbuf, linbuf, and svsbuf provide a way of

'undoing' a clearbuf. Thus if the user wants to “peek" at various
characters in the buffer, he could perform clearbuf[7T;7], examine

the buffers via linbuf and syshuf, and then but them back.

14.17
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radix([n] Resets output radix*to |n| with sign
indicator the sign of n. For example,
-9 will print as shown with the
following radices

radix printing
10 -9
-10 68719476727
i.e. (23%-9)
-11Q
-8 777777777767Q

Value of radix is last setting.
radix([] gives current setting without

changing it. 1Initial setting is 10.

fltfmtln] Sets floating format control to n

(See TENEX JSYS manual for interpret-
ation of n). fltfmt(T] speccifies free
format (see p. 3.7). Value of fltfmt
is last setting. fltfmt{] gives
current setting witnout changing it.
Initial setting is T.

* Cnrrantle +*ere is no innut radix.
'S
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linelength[n] Sets’ the length of the print line

for all files. Value is the former
setting of the line length. Whenever
prihting an atom would go beyond the
length of the line, a carriage return
is automatically inserted first.

linelength[] gives current setting.
Initial setting is 72.

position[file] .~ Gives the column number the next
character will be read from or printed
to, e.g. after a carriage return,
position=f. Note that position[filel]
is not the same as sfptr[file] which
gives the position in the file, not
on the line.
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Control[] (Normal State)

In LISP's normal state, charactérs typed on the teletype (this
section does not apply in any way to input from a file) are
transferred to a line-buffer. Characters are transmitted from
the line buffer to whatever input function initiated the

request (i.e., read, uread, ratom, or readc)* only when a

carriage return is typed. Uuntil this time, the user can delete
characters one at a time from the input buffer by typing
control-A. The characters are echoed preceded by a \. Or, the
user can delete the entire line buffer back to the last carriage
return by typing control-Q, in which case LISP echoes ##. (If

no characters are in the buffer and either control-A or control-0
is typed, LISP echoes ##.) '

Note that this line editing is not performed by read or ratom
but by LISP, i.e. it does not matter (nor is it necessarily
known) which function will ultimately process the characters,
only that they are still in the LISP input buffer. Note also
that it is the function that is currently requesting input that
determines whether parentheses counting is observed, e.g. if
the user executes (PROGN (RATOM) (READ)) and types in A (B C D)
he will have to type in the carriage return following the right
parenthesis before any action is taken, whereas if he types
(PROGN (READ) (READ)) he would not. However, once a carriage
return has been typed, the entire line is 'available' even if

not all of it is processed by the function initiating the request

* peekc is an exception, it returns the character immediately.

** As mentioned earlier, for calls from read or uread, the charac-
ters are also transmitted whenever the parentheses count reaches
0. In this case, if the second argument to read or uread is NIL,
LISP also outputs a carriage-return line-feed.
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for input, i.e. if any characters are 'left over' they will be
returned immediately on the next request for input. For example,
(PROGN (RATOM) (READC)) followed by A B carriage return will
perform both operations.

Control[T]

The function contreol is available to defeat this line buffering.
After control[T], characters are returned to the calling function
without line-buffering as described below. The function that

initiates the request for input determines how the line is treated:

1. read/uread

if the expression being typed is a list, the effect is the same
as though control were NIL, i.e. line buffering until carriage
return or matching parentheses. If the expression being typed
is not a list, it is returned as soon as a break or separator
character is encountered,*e.g. (READ) followed by ABC space will
immediately return ABC. Control-A and control-Q editing are
available on those characters still in the buffer. Thus, if a
program is performing several reads under control[T] and the

user types NOW IS THE TIME followed by control-Q he will delete
only TIME since the rest of the line has already been transmitted

to read and processed.

* An exception to the above occurs when the break or separator charac-
ter is a (,%, or [,since returning at this point would leave the line
buffer in a "funny" state. Thus if control is T and (READ) is fol-
lowed by 'ABC(', the ABC will not be read until a carriage return

or matching parentheses is encountered. 1In this case the user

could control-Q the entire line, since all of the characters are
still in the buffer.
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2, ratom -

characters are returned as soon as a break or separator character
is encountered. Before then, control-A and control-Q may be used
as with read, e.g. (RATOM) followed by ABCcontrol-Aspace will
return AB. (RATOM) followed by (control-A will return ( and

type ## indicating that control-A was attempted with nothing in
the buffer, since the ( is a break character and would therefore

already have been read.

3. readc/peekc

the character is returned immediately; no line editing is
possible. In particular, (READC) followed by control-A will
read the control-2, (READC) followed by % will read the %.

control [u] =T eliminates LISP's normal line-
buffering.
u=NIL restores line buffering (normal).
u=0 eliminates echo of character being
deleted by control-A.
=1 restores echo (normal).
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Special Functions

sysout[file] Saves the user's private memory on
file. Also saves the stacks,
so that if a program performs a
sysout, the subsequent sysin will
continue from that point, e.qg.

(PROGN (SYSOUT (QUOTE FOO))
(PRINT (QUOTE HELLO)))

will cause HELLO to be printed after
(SYSIN (QUOTE F0O)) The value of
sysout is file (full name). A value

of NIL indicates the sysout was

unsuccessful, i.e., either disk or
computer error, OXY user's directory

was full.

Sysout does not save the state of any open files.

Whenever the LISP system is reassembled and/or reloaded, old
sysout files are not compatible.

sysin[file] restores the state of LISP from a
. sysout file. Value is list[file].

If §x§££ returns NIL, there was a
problem in reading the file. If the
file was not compatible (see sysout
above), generates an error.

Since sysin continues immediately where sysout left off, the only

way for a program to determine whether it is just coming back from
a sysin or from a sysout is to test the value of sysout, e.g.

(COND ((LISTP (SYSOUT (QUOTE FOO))) (PRINT (QUOTE HELLO)))) will
cause HELLO to be printed following the sysin but not when the
sysout was performed.
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Symbolic File Input

load[file;dfnflg;printflg]

readfile[file]

Reads successive S-expressions from
file and evaluates each as it is
read, until it reads either NIL, or
the single atom STOP. Value is
file (full name).

If printflg=T, load prints the value
of each S-expression; otherwise it

does not. dfnflg=NIL or T affects
the operation of defineq expressions
as described on p. 8.7. However, if
;;stead, the function definitions are
stored on the property lists under
the property EXPR.

Reads successive S-expressions from
file using read until the single atom
STOP is read, or an end of file en-
countered. Value is a list of these
S-expressions.
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Symbolic File Output

writefile[x;file;dateflg]

pp [x]

Writes successive S-expressions from
x onto file. If x is atomic, its
value is used. If file is not open,
it is opened. If the first expres-
sion on x is the type produced by
printdate, or if dateflg is T, the
current date is written. If file

is a list, car[file] is used and the
file is left opened. Otherwise, when
x is finished, a STOP is printed on
file and it is closed. Value is file.

nlambda, nospread function that per-
forms output[T] and then calls
prettyprint:

PP FOO is equivalent to PRETTYPRINT ((FOO))
PP (FOO FIE) or (PP FOO FIE) is equiva-
lent to PRETTYPRINT ((FOO FIE))

Primarv output file if restored after

printing.
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prettyprint[x]* X is a list of functions (if atomic,
its value is used). The definitions
of the functions are printed in a

pretty format on the primary output file.

" Example:

(FACTORIAL
[LAMBDA (N)
(COND
((ZEROP N)

1)
(T (ITIMES N (FACTORIAL (SUB1 N])

Note: prettyprint will operate correctly on functions that are
broken, broken-in, advised, or have been compiled with their
definitions saved on their property lists - it prints the
original, pristine definition, but does not change the cur-

rent state of the function.

Comment Feature

A facility for annotating LISP functions is provided in prettyprint.
Any S-expression beginning with * is interpreted as a comment and

printed in the right margin. Example:

(FACTORIAL
[LAMBDA (N) (* COMPUTES N!)
(COND
((ZEROP N) (* @!=1)

1)

(T (* RECURSIVE DEFINITION:

NI=N*N-11)
(ITIMES N (FACTORIAL (SUB1T N])

*prettyprint has a second argument that is T when called from
prettydef. 1In this case, whenever prettyprint starts a new function,
it prints (on the teletype) the name of that function if more +han 30
seconds (real time) have elapsed since the last time it printed the

name of a function.
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These comments actually form a part of the function definition.
Accordingly, * is defined as an NLAMBDA NOSPREAD function that
returns its argument, i.e. it is equivalent to quote. When run-
ning an interpreted function, * is entered the same as any other
LISP function. Therefore, comments should only be placed where
they will not harm the computation i.e. where a quoted expression
could be placed. For example, writing

(ITIMES N (FACTORIAL (SUB1l N)) (* RECURSIVE DEFINITION)) in the
above function would cause an error when ITIMES attempted to
multiply N, N-1!, and RECURSIVE.

For compilation purposes, * is defined as a macro which compiles
into no instructions. Thus, if you compile a function with com-
ments, and load the compiled definition into another system, the
extra atom and list structures storage required by the comments
will be eliminated. This is the way the comment feature is in-

tended to be used. For more options, see end of this section.

Comments are designed mainly for documenting listings. Thus
when prettyprinting to the teletype, comments are suppressed and
printed as the atom **COMMENT**.+

Trhe value of #¥comment¥¥f1lg determines the action. If
¥¥comment*¥flg is NIL, the comment is printed. Otherwlse,

the value of *¥comment*¥flp is printed. *¥comment**flg is
initially set to " ¥¥comment*¥ ", The function pp¥* is
provided to prettyprint functions, including their comments,
to the teletype. pp¥* operates exactly like pp except it first
binds ¥¥*comment¥**¥*flg to NIL.
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prettydef

prettydef [prettyfns;prettyfile;prettycoms] Used to make symbeclic
files that are suitable for loading
which contain function definitions,
variable settings, property lists,
et al, in a prettyprint format.

The arguments are interpreted as follows:

prettyfns Is a list of function names. The

(first argument) functions on the list are prettyprinted
surrounded by a (DEFINEQ ...) so that
they can be loaded with load. If
prettyfns is atomic, its top level

value is used as the list of function
names, and an rpaqq* will also be
written which will set that atom to
the list of functions when the file is
loaded. A print expression will also
be written which informs the user of
the named atom or list of functions
when the file is subsequently loaded.

prettyfile is the name of the file on which the
(second argument) output is to be written. The follow-
ing options exist:
prettyfile=NIL
The primary output file is

used.

prettyfile atomic
The file is opened if

not already open, and becomes
the primary output file.
File is closed at end of

prettydef and primary out-
put file restored.

* rpagq is like setqq except it sets the top level value. 1Its name
comes from rplaca gquote quote, since it is an NLAMBDA version of
rplaca with both arguments considered as quoted.
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prettyfile a list

Car of the list is assumed
to be the file name and is

opened if not already open.
The file is left open at

end of Erettzdef.

prettycoms Is a list of commands interpreted as
(third argument) described below. If prettycoms is

atomic, its top level value is used and
an rpaqq is written which will set that
atom to the list of commands when the
file is loaded. A print is written which
informs the user of the named atom or
list of commands when the file is subse-
quently loaded, exactly as with
prettyfns.

These commands are used to save on the output file top level bind-
ings of variables, property lists of atoms, miscellaneous LISP
forms to be evaluated upon loading, arrays, and advised functions.
It also provides for evaluation of forms at output time.

The interpretation of each command in the command list is as
follows:

l. if atomic, an rpaqq is written which will restore the top level
value of this atom when the file is loaded.

2. (PROP propname atoml o atomn)
an appropriate deflist will be written which will restore the

value of propname for each atomi when the file is loaded. If
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propname=ALL, the values of all user properties (on the
property list of each atomi) are saved.* If propname is a
list, deflist's will be written for each property on that list.

3. (ARRAY atoml o atomn), each atom following ARRAY should have
an array as its value. An appropriate expression will be
written which will set the atom to an array of exactly the

same size, type, and contents upon loading.

4, (P ... ), each S-expression following P will be printed on the

output file, and consequently evaluated when the file is loaded.

5. (E ... ), each form following E will be evaluated at output time,

i.e., when prettydef reaches this command.

6. (FNS fnl ...fnm),. a defineq is written with the definitions
of fnl cee fnm exactly as though (fnl e e fnm) where the
first argument to prettydef, e.g. suppose the user wanted to
set some variables or perform some computations in a file
before defining functions, he would then write the definitions

using the FNS command instead of the first argument to

prettydef.

7. (VARS var, ... varn), for each var,, an expression will be
written which will set its top level value when the file is
loaded. If var; is atomic,vari will be set to the top-level

value it had at the time the file was prettydefed, i.e.
(RPAQQ var, top-level-value) is written. If yar., is non-atomic,

) ) —_—1
1t 1s interpreted as (var form).
e.g. (FOO (APPEND FIE FUM)) or (FOO (QUOTE (FOOl1 FOO2 FO03))).

In this case the expression (RPAQ var formk* jig written.

*sysprops is a list of properties used by system functions. Only
properties not on that list are dumped when the ALL option is
used,

* % : : . .
Ipaq 1s to rpaqq as setq is to setqq, i.e. the first argument
1s considered quoted, the second is evaluated. Iliote that evalu-
ation takes place at load time.
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8.

9.

10.

11.

12,

13,

(ADVISE fn. ... fnm), for each fni, an appropriate expression

will be written which will reinstate the function to its

advised state when the file is loaded.

: ¢

(ADVICE fnl ceo fnm), for each fni, will write a deflist which

will put the advice back on the property list of the function. Tre
user can then use readvise tec reactivate the advice. See Chapter 19.
(BLOCKS block; ... block ) for each block;, a declare expres-

sion will be written which the block compile functions inter-

pret as block declarations. See Chapter 18.

(coMms comy ... comn), each of the commands com; ... com, will
s I
be interpretec as one of the eleven command types.

(ADDVARS (varl . 1st,) ... (Varn . lst )) For each var,,
the effect is the same as (RPAQ var, (UNION 1sti vari)),
i.e. each element of lsti not a member of var, is added to
it. var. can initially be NOBIND, in which case it is first
set to NIL,

(USERMACROS at;om1 cee atomn), each atomi is the name of a
user edit macro., USERIACROS writes expressions for adding

spelling lists. (USERMACROS) will save all user edit macros.

(IYPROP propmame atom; ... atom,) same as PROP command,

p. 14.28, except that only non-HIL property values are
saved. For example, if FO00l has property PROFl and FROPZ,
002 has PRKOP3, and F003 has property PROP1 and PROP3,
(IFPROP (PROP1l PROP2 PROP3) 001l F002 FU03)

will save only those 5 property values.
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=

In each of the commands described above, 1f the atom *

follows the command type, the form following the *, i.e., caddr

of the command, is evaluated and its value used in executing the

command, e.qg., (FNS * (APPEND FNS1 FNS2)).t Tllote that

(cors * form) provides a way of computing what should Le done
Y F g

Example:

SET(FOOFNS (FOO1 FO02 FOO03))
SET(FOOVARS(FIE (PROP MACRO FOO1l F002) (P (MOVD (QUOTE FOO1)

(QUOTE FIE1]

PRETTYDEF(FOOFNS FOO FOOVARS)

would create a file FOO containing

1.,

O Y 0o o0 s W N

.

.

A message which prints the time and date the file was made

(done automatically) ,
DEFINEQ followed by the definitions of FOOl, F002, and FO0O3
(PRINT (QUOTE FOOFNS) T)
(RPAQQ FOOFNS (F0O01 FO02 F003))
(PRINT (QUOTE FOOVARS) T)
(RPAQQ FOOVARS (FIE ...)
(RPAQQ FIE value of fie)
(DEFLIST (QUOTEC(FOOL propvalue) (F002 propvalue))) (QUOTE MACRO))
(MOVD (QUOTE F001) (QUOTE FIE1l))
STOP

Except for the PROF and 1FPROP command, in which case the
* must follow the property name, e€.9g.,
(PROP MACRO * FOOMACROS) .
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printfns [x]

printdatel]

tab[pos;minspaces;file]

endfile[file]

printdef[e;left]

x is a list of functions. printfns
prints defineg and prettyprints the
functions. Used by prettydef, i.e.
command (FNS * FOO) is equivalent
to command (E (PRINTFNS FO0O)).

prints the expression at beginning
of prettydefed files that types date

upon loading.

performs appropriate number of spaces

to move to position pos. minspaces

indicates the minimum number of spaces
to be printed by tab, i.e., it is
intended to be a small number (if NIL,
1 is used). Thus, if position + min-
spaces is greater than pos, tab does a

terpri and then spaces|[pos].

Prints STOP on filg and closes it.

prints the expression e on the pri-
mary output file in a pretty format,
i.,e., prettyprint is essentially
printdef[getd[fn]]. left is the left-
hand margin (linelength determines

the right hand margin). 2 is used if
left=NIL.
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Special Prettyprint Controls

With the exception of prettyflg, all variables described below,

i.e., #rpars, firstcol, et al, are globalvars, see p. 18.6. Therefcre,

if they are to be changed, they must be reset, not rebound.

#rpars controls the number of right paren-
heses necessary for saguare bracketing
to occur. If #rpars=NIL,no brackets

are used. #rpars is initialized to 4.

linelength(n] determines the position of the
right margin for prettyprint.

firstcol is the starting column for comments.
Initial setting is 48. Comments
run between firstcol and linelength.

If a word in a comment ends with a
*.'" and is not on the list abbrevlst,
and the position is greater than

halfway between firstcol and linelength,

the next word in the comment begins
on a new line. Also, if a list is
encountered in a comment, and the
position is greater than halfway, a

carriage return is printed.

prettylcom If a comment is bigger (using count)

than prettylcom in size, it is

printed starting at column 10, in-

stead of firstcol. prettylcom is

initialized to 14 (arrived at empiri-
cally).
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widepaper[flg]

commentflg

prettyflg

prettymacros

widepaper[T] sets linelength to 120,
firstcol to 80 and prettylcom to 28.
This is a useful setting for pretty-
printing files to be listed on wide
paper. widepaper[] restores these

parameters to their initial values .

If car of an expression is eq to
commentflg, the expression is treated

as a comment. commentflg is

initialized to *.

If prettyflg is NIL, printdef uses prin2
instead of prettyprinting. This is
useful for producing a fast symbolic
dump (e.g. when TENEX is very slow.)

Initial setting is T.

Is an assoc-type list for defining
substitution macros for prettydef.

If (FOO (X Y) . coms) appears on
prettymacros, then (FOO A B) appearing

in the third argument to prettydef
will cause A to be substituted for
X and B for Y throughout coms (i.e.,
cddr of the macro), and then coms
treated as a list of commands for

prettydef.

14.34



(* & x) A comment of this form causes x to
-bé evaluated at prettyprint time,
e.g., (¥ E (RADIX 8)) as a comment
in a function containing octal
numbers can be used to change the
radix to produce more readable
printout. The comment, of course,

is also printed.

Lower Casing comments

%% If the second atom in a comment is
%£%, the text of the comment is
converted to lower case so that it
looks like English instead of LISP

(see next page).

The output on the next page illustrates the result of a lower

casing operation. Before this function was prettvdefed, all

comments consisted of upper case atoms, e.qg., the first comment
was (* %% INTERPRETS A SINGLE COMMAND). Mote that comments are
converted only when they are actually written to a file by prettydef,
and that only the line printer can print lower case characters,

i.e., lower case characters are printed as upper case on teletvpes.

The algorithm for conversion to lower case is the following: If
the first character in an atom is 4, do not change the atom (but
remove the 4). If the first character is %, convert the atom
to lower case.* If the atom** is a LISP word,*** do not change
it. Otherwise, convert the atom to lower case.

* User must type %% as % is the escape character.

** minus any trailing punctuation marks.

*** i e,, is a bound or free variable for the function containing
the comment, or has a top level value,or is a defined function,
or has a non-NIL property list.



(BEEAKCOM
TUAMBDA (BRKCOM BRKFLG) (* Interprets a single
command, )
(PROG (BRKZ)

TOP (SELECTQ
BRKCOM
[+ (RETEVAL (QUOTE BREAK1)

(QUOTE (ERROR!]

(GO (* Evaluate BRKEXP
unless already
evaluated, print value,
and exit,)

(BREAKCOM1 BRKEXP BRKCOM NIL BRKVALUE)
(BREAKEXIT))

(0K (* Evaluate BRKEXP,
unless already
evaluated, do NOT print
value, and exit,)

(BEFXAKCOM1 BRKEXP BRKCCOM BRKVALUE BRKVALUE)
(BREAKEXIT T))

{TWGD (* Same as GO excepnt
never saves evaluation
on history.)

(BREAKCOM1 BRKEXP BRKCOM T BRKVALUE)
(BREAKEXIT))
{RETURN

/x User will tvpe in expression to be evaluated and
returned as value of BREAK,
Ntherwise same as GO,)

(BREAKCOM1 [SETQ BRKZ (COND
(BRKCOMS (CAR BRKCOMS))
(T (LISPXREAD T
(QUOTE RETURN)
NIL NIL (LIST (QUOTE RETURN)
BRKZ))
(BREAKEXIT)Y)
{EVRTL (* Zvaluate BRKEXP bhut
do not exit from BREAK,)
{ BREAKCOM: BRKEXP RBRRKCOM)
(COND
(BRKFLG (BREAK?Z)
(PRINT BRKFN T)
(PRINT1 (QUOTE " EVALUATFD

T)))
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Conversion only affects the upper case alphabet, i.e., atoms
already converted to lower case are not changed if the comment
is converted again. When converting, the first character in
the comment, and the first character following each period, are
left capitalized. After conversion, the comment is physically
modified to be the lower case text minus the %% flag, so that
conversion is thus only performed once (unless the user edits
the comment inserting additional upper case text and another %%
flag). |
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lcaselst

ucaselst

abbrevlst

l-case([x;flg]

u—-case[x]

Words on lcaselst will always be con-
verted to lower case. lcaselst

is initialized to contain words which
are LISP functions but also appear
frequently in LISP comments as
English words. e.g. AND, EVERY, GET,
GO, LAST, LENGTH, LIST, etc. Thus in
the example on the previous page, not
was written as 4NOT, and go as 1GO in
order that theyv might be left in upper
case.

words on ucaselst (that do not appear

on lcaselst) will be left in upper case.

ucaselst is initialized to NIL.

abbrevlst is used to distinguish
between abbreviations and words that
ends in periods. Normally, words
that end in periods and occur more
than halfway to the right margin
cause carriage returns. Furthermore,
during conversion to lowercase, words
ending in periods, except for those on
abbrevlst, cause the first character
in the next word to be capitalized.
abbrevlst is initialized to the upper
and lower case forms of ETC. I.E. and
E.G.

value is lower case version of x,

If flg is T, the first letter is
capitalized, €.g9. l-case[YEST;T]=Test,
l-case [TEST]=test

Similar to l-case
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Special Edit Commands for Editing Lower Case Comments

RAISE

LOWER

(RAISE x)

(LOWER x)

CAP

(3%F x)

(%%F x T)

is an edit macro that is defined as
UP followed by (I 1 (U-CASE (## 1))),
i.e. it raises to upper-case the cur-
rent expression in the editor, or if
a tail, the first element of the
current expression.

similar to RAISE

equivalent to (R lower-case-of-x X)
i.e, changes every lower-case x to
uppercase.

similar to (RAISE X)

First does a RAISE and then lowers all
but the first character, i.e., the first
character is left capitalized. Note
that RAISE, LOWER, and CAP are always
NOPs if the atom is already in that
state. ‘

Is an edit macro for doing a lower-
case find, e.g{ (3%F FOO) will find
the lower case version of FOO.
Equivalent to

(I F (L-CASE X) (QUOTE N))

Finds the lower-case capitalized
version of FOO, e.g. (%%F FINDS T)
Searches for 'Finds'.
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%3

Is an edit command that first converts
CDDR of the command as though it were

a comment, and then executes the com-
mand, e.g. (%% N OTHERWISE, RETURNS NIL.)
will attach the lowercase versions of
'the indicated words at the end of the

current expression.
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File Packaae

This section describes a set of functions and conventions for
facilitating the bookkeeping involved with working in a large system
consisting of many symbolic files and their compiled counterparts,
i.e. it keeps track of which files have been in some way modified
and need to be dumped, which files have been dumped, but still

need to be listed and/or recompiled. The functions described below
comprise a coherent package for eliminating this burden from the
user. They require that for each file the first argument to
prettydef, (if any), be an atom of the form fileFNS, and the third
argument, (if any), be fileVARS where file is the name of the file,
e.g. prettydef[FOOFNS; FOO; FOOVARS].*

The functions load, editf, editv, tcompl,_fééompile, bcompl, and

brecompile interact with the functions and global variables in the

file package as follows. Whenever load is called, its argument

is added to the list filelst, and the property FILE, value

(fileFNS fileVARS), is added to the property list of the file name.**
This property value is used to determine whether or not the file has
been modified since the last time it was loaded or dumped. Whenever
the user calls editf, and exits via OK, filelst is searched to find
the files' containing this function, i.e, the files for which the
function was either a member of fileFNS, or appeared in a FNS
command on fileVARS. When (if) such files are found,

the name of the function is added, using nconc, to the value of the
property FILE for each file. Thus if the user loads the file FOO
containing definitions for FOOl, FOO2, and FOO3, and then edits F00Z2,

getp[FOO;FILE] will be (FOOFNS FOOVARS F002) following the edit. A
similar update takes place for calls to editv.

*file can.cdntain a suffix and/or version number, €.g. .
prettydef [FOOFNS; FOO.TEM;3 FOOVARS] is acceptable. The essential
point is that the FNS and VARS be computable from tre name of the file.

**The name added to filelst has the version number and directory
field removed, if any. fileFNS and fileVARS are constructed using
only the name field, i.e., if the user performs )
load[<TEITELMAN>FOO,TEM;2], FOO.TEM is added to filelst, and

+Usually there will be only one file.
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Whenever the user dumps a file using makefile (described below),
the file is added to filelst (if not already there) and its FILE
property is reinitialized to (fileFNS fileVARS), indicating that
the file is up to date. In addition, the file is added to the list
notlistedfiles and notcompiledfiles. Whenever the user lists a

file using listfiles, it is removed from notlistedfiles. Similarly,

whenever a file is compiled by tcompl, recompile, bcompl, or

brecompile, the file is removed from notcompiledfiles., Thus at

each point, the state of all files can be determined. This infor-
mation is available to the user via the function files?. Similarly,
the user can see whether and how each particular file has been
modified, dump all files that have been modified, list all files
that have been dumped but not listed, recompile all files that have
been dumped but not recompiled, or any combination of any or all

of the above by using one of the functions described below.

makefile[file;options] adds file to filelst if not already
there. cCalls
prettydef[fileFNS;file;fileVARS]., *
adds file to notlistedfiles,
notcompiledfiles. options is a list
of options interpreted as follows

(if atomic and non-nil, it is treated
as (options)):

FAST perform prettydef with
prettyflg=NIL

RC call recompile or brecompile
after prettydef. choice
depends on whether
fileBLOCKS is NOBIND.

C calls tcompl or bcompl after
prettydef. Choice depends on
whether fileBLOCKS is NOBIND.

LIST calls listfiles on file.

*fileFNS and fileVARS are constructed from the name field only,
€.g. makefile [FOO.TEM] will work.
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'Forffhe three compile options, ST is
used. for the answer to the compiler's
question LISTING?, unless F is given
as the next option, e.g.
makefile[FOO; (C F LIST)] will dump

~FOO, then TCOMPL it without redefin-
ing "any functions, and finally 1list
the file.

makefiles [options;files] For each file on files that has been

changed, perfoms makefile[file;options],
If files = NIL, filelst is used, e.g.
makefiles [LIST] will make and list
all files. Value is a list of all
) files that are made.

listfiles[files] nlambda, nospread function. Uses
bksysbuf to load system buffer anprop-
riately to list each file on files,
(if NIL, notlistedfiles is used) and
then to CONTINUE, then does a logout.
TENEX then reads from the system

buffer, lists the files, and CONTINUES
the program.

Each file listed is removed from
notlistedfiles if the listing is
completed, e.g. if LPT NOT MOUNTED
is typed and user then does a
CONTINUE, listfiles will not remove

the files from notlistedfiles.

Similarly if user control-C's to
stop the listing and CONTINUES.
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files?[]

cleanup[files]

Note:

if both a compiled and symbolic version of the same

Prints on teletype the names of
those files that have been modified
but not dumped, dumped but not
listed, dumped but not compiled.

nlambda, nospread, Dumps, lists, and
recompiles (or brecompiles) any and all
files on files requiring the corresponding
operation. If files = NIL, filelst is
used. Value is NIL,

+ file

appear on filelst, the compiled file is ignored by makefiles,

files?, and cleanup.

.t.

i.e.
the

the commiled file has a
samc as those of another

CoM suffix and its ﬁng and vars are
(svmbolic) file on filelst. B
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SECTION XV

DEBUGGING - THE BREAK PACKAGE

Contents
1 BREAK, TRACE, BREAKIN, BREAK1, BRKEXP, GO, OK,
7  EVAL, IVALUE, RETURN, 4, !EVAL, !OK. ! GO,
8 us, @, LASTPOS, ?=, BT, BTV, BTV¥, ARGS, =,
12 ->, EDIT, IN?, BRKCOMS, BREAKMACROS, BREAK1,

17 BREAK@, BROKEN, BRKINFO, BROKENFNS, ,
18  NAMESCHANGED, ALIAS, BREAK, TRACE, BREAKIN,
23 BROKEN-IN, NOBREAKS, UNBREAK, UNBREAK@H, BRKINFOLST,
25  UNBREAKIN, REBREAK, CHANGENAME, VIRGINFN, BAKTRACE

Debugging Facilities

Debugging a collection of LISP functions involves isolating
problems within particular functions and/or determining when and
where incorrect data sre being generated and transmitted. In the
BBN-LISP system, there are three facilities which allow the user
to (temporarily) modify selected function definitions so that he
can follow the flow of control in his programs, and obtain this
debugging information. These three facilities together are called
the break package. All three redefine functions in terms of a

system function, breakl described below.

Break modifies the definition of ité argument, a function fn, so
that if a break condition (defined by the user) is satisfied, the
process is halted tempcrarily on a call to fn. The user can then
interrogate the state of the machine, perform any computations,

and continue or return from the call.

Trace modifies a definition of a function fn so that whenever fn
is called, its arguments (or some other values specified by the
user) are printed. When the value of fn is computed it is printed

also. (trace is a special case of break).

15.1



Breakin allows the user to insert a breakpoint inside an expres-
sion defining a function. When the breakpoint is reached and if
a break condition (defined by the user) is satisfied, a temporary
halt occurs and the user can again investigate the state of the
computation.

The following two examples illustrate these facilities. In the
first example, the user traces the function factorial. trace
redefines factorial so that it calls breakl in such a way that

it prints some information, in this case the arguments and

value of factorial, and then goes on with the computation. When -

an error occurs on the fifth recursion, breakl reverts to inter-
active mode, and a full break occurs. The situation is then the
same as though the user had originally performed BREAK (FACTORIAL)
instead of TRACE (FACTORIAL), and the user can evaluate various
LISP forms and direct the course of the computation. In this
case, the user examines the variable n, and instructs breakl

to return 1 as the value of this call to factorial. The rest of
the tracing proceeds without incident. The user woculd then
presumably edit factorial to change L to 1.

In the second example, the user has constructed a non-recursive
definition of factorial. He uses breakin to insert a call to
break]l just after the PROG label LOOP. This break is to occur
only on the last two iterations, i.e., when n is less than 2.
When the break occurs, the user looks at the wvalue of n.
mistakenly typing NN. However, the break is maintained and no
damage is done. After examining n and m the user allows the
computation to continue by typing OK. 2 second break occurs
after the ne<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>